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Abstract: 

As Machine Learning (ML) is increasingly used to classify large amounts of alternative data into categories of the 

Consumer Price Index (CPI), National Statistical Organizations (NSOs) need to develop robust processes to mitigate 

measurement error resulting from ML model misclassification. More specifically, NSOs need to understand the 

relationship between traditional classification metrics such as accuracy, recall and precision and a price index to 

determine a threshold of a chosen metric that reduces the error of the price index to an acceptable level. This paper 

explores the connection between traditional classification metrics and measurements of error such as bias, variance 

and Root Mean Squared Error of a calculated elementary index against a 'true' index using a public scanner dataset 

and by carrying out Monte Carlo simulations of misclassification. Further, this paper investigates various methods 

used to alleviate the impact of misclassification to provide valuable guidance to NSOs regarding the amount of 

manual intervention that is required to produce a price index at an acceptable level of error. While this research 

provides insight into the overall relationship between classification metrics and measurements of error that would 

be difficult to repeat in a production scenario, it provides valuable context and brings forth approaches NSOs may 

implement in a production environment to reduce the error of elementary indices. The research also utilizes public 

data to simplify replication and expansion of the experiments. 
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1. Introduction 
Supervised Machine Learning (ML) is increasingly used by National Statistical Offices (NSOs) for their Consumer Price 

Index (CPI), specifically to classify alternative data sources (most notably scanner and web scraped data) as part of 

the processing step to prepare data each month into a format ready for elementary price index compilation. 

Application of ML is however not a straightforward task. ML models make mistakes, even if on average they perform 

quite well, hence misclassified products could be used in the price index compilation step and thus impact the 

calculated elementary aggregate. While a validation process post classification is strongly recommended in the CPI 

Manual and by Eurostat (section 10.20, Consumer Price Index Manual 2020; Eurostat 2017), it remains unclear what 

impact various levels of misclassification could have on a compiled index, or exactly what proportion of validation is 

necessary to mitigate misclassification. Practically speaking, the scale of the data could be considerable and NSOs 

need to understand how many unique products need to be flagged as this impacts how much resources are needed 

for the validation step. NSOs thus need to understand which misclassification detection methods are most 

appropriate. While confidence score, as well as several other methods like price outliers or random samples, are 

commonly used to flag products (Myklatun 2019; Hov 2021; Greenhough 2022; Spackman, et al. 2023), these 

methods are commonly evaluated within the context of increasing the accuracy of the overall classification step, 

rather than directly measuring whether bias remains in the compiled index compared against a ‘true’ index based 

on completely correct data. The aim of this working paper is thus to contribute to the discussion of both topics, 

firstly by simulating misclassification to evaluate its impact against a ‘true’ compiled elementary index, and secondly 

by evaluating appropriate flagging methods to mitigate misclassification, helping quantifying how much validation 

should be necessary.  

Within the broader measurement error literature, the impact of misclassification on bias (i.e. misclassification bias) 

of aggregated statistics has been actively researched. Various studies have shown how misclassification can bias 

different types of aggregations, such as aggregate turnover of classified records (Meertens, Diks, et al. 2020), counts 

and proportions (Scholtus and van Delden 2020), or ratios (Van Delden, et al. 2023). These studies also demonstrate 

approaches to correct the aggregation and reduce misclassification bias, such as by adopting an aggregate 

corrections step that can be utilized after the initial biased aggregation to correct this bias (Q. Meertens 2021). 

These studies however have yet to evaluate the more complex scenarios of price indices, and thus a fuller 

investigation is warranted.  

Within the price statistics literature, initial studies have found that classification model performance is tied to bias 

in the price index, and that misclassification can be present in multiple steps of the classification process 

(Greenhough 2022; Spackman, et al. 2023; Nietzer 2023; van den Heuvel 2019). It is still unclear however exactly 

the scale of the problem at various levels of possible model performance. For instance, two key studies on scanner 

data differ in their conclusions as van den Heuvel (2019) found that accuracy over 0.8-0.85 did not introduce bias 

on the index, while Nietzer (2023) found that similar levels of performance still led to a considerable proportion of 

elementary indices violating the Eurostat directive on accuracy, specifically due to misclassification. The differences 

in the findings are hard to compare however, as the studies utilized different data, different ML models, and 

calculated elementary indices using different price index methods. To what extent do various levels of 

misclassification introduce bias into an elementary price index, as well as how much effort is required to mitigate it, 

are thus still very relevant questions.   

To test these objectives, this paper focuses on scanner data with multilateral price indices due to the applicability 

of this data type and methods to the CPI and the likelihood that the scale of this data may require ML for the 

classification step. This study also utilizes the publicly available Dominick’s Finer Foods dataset (Chicago Booth 

School for Marketing 2013) and makes the code publicly available in order to support replicability and extendibility 
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of the research.2 As the dataset comes pre-categorized and thus can yield a ‘true’ or correct index, we leverage 

Monte Carlo misclassification simulations to introduce different levels of random misclassifications and measure the 

bias, variance, and root mean squared error (RMSE). Five research questions are specifically investigated. 

RQ1: Does misclassification affect a Törnqvist price index for one period?  

We begin by evaluating how sensitive a weighted Törnqvist is to different levels of misclassifications for two reasons. 

Firstly, as the annually chained direct Törnqvist is a highly performant price index method that can be applied with 

scanner data (Lamboray 2021), hence this test will support NSOs looking to leverage this method, and a single-

period test will be a useful extension outside of the multilateral focus of the rest of the paper. Secondly, as the GEKS-

Törnqvist (also referred to as Caves-Christensen-Diewert-Inklaar or the CCDI) is based on this bilateral index, the 

single period index thus acts as a valuable benchmark case due to its popularity, versatility (responsive to imputed 

prices), and satisfaction of performance tests (Eurostat 2022). 

RQ2: Does misclassification affect a CCDI over a long period of time? 

We next evaluate the CCDI multilateral price index over a long-term period to assess how various levels of 

misclassification affect this index. We utilize a 25-month window with a mean splice on published extension method 

to simulate what would occur after 4 years of producing multilateral indices with different levels of misclassification 

(thus a total index series of 6 years and one month). In our experiment each individual product maintains its assigned 

category for the entire time period; any misclassified product that “enters” as misclassified remains this way, 

simulating a production scenario when only new products are classified and validated. Misclassified products will be 

matched across pairs of months in the window and in theory would have some effect of unknown magnitude.  

RQ3 What ML model metrics can be prioritized to minimize bias in the index?  

A key question for NSOs when they are selecting a ML classifier is what metrics are most appropriate. This has been 

studied actively (UK Statistics Authority 2019; Goussev and Spackman 2021) and is currently discussed in the 

literature within the context of the trade-off between prioritizing classification precision or recall (Spackman, et al. 

2023; UK Statistics Authority 2023). Precision for a single category is defined as the number of correct positive 

predictions (true positives) divided by the total number of predictions to that category. Recall is the number of true 

positives, divided by the total number of products for that class, in the dataset. Specifically, our focus in this research 

is to investigate whether the presence of false-positives (products wrongly placed in a category) or false negatives 

(products wrongly removed from their correct category) yields a better final result in the calculated index. We 

simulate the various scenarios to add information to NSOs discussing this trade-off.   

RQ4: Is the extension method chosen sensitive to misclassification?  

We compare the use of the half splice on published (HASP) against the mean splice on published multilateral 

extension methods, at a single level of misclassification, to see whether there is a difference between these two 

methods due to misclassification. As these are the two of the most popular extension methods NSOs leverage when 

applying ML methods, this test is appropriate to validate whether misclassification affects one method more than 

the other.  

 

2 Code for this study will be made public on the Statistics Canada GitHub page (https://github.com/StatCan) 
following the 2024 Ottawa Group conference. Please contact the authors if you would like access to the code ahead 
of time or need help finding it on GitHub.  

https://github.com/StatCan
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RQ5: What thresholds of validation, as well as what methods, are most appropriate to mitigate misclassification? 

Given that a ML classifier is misclassifying a certain proportion of products, we look to evaluate certain mitigation 

methods available to NSO’s in a production scenario. We consider three possible methods for selecting products, 

post classification and prior to index compilation, to have their assigned categories manually reviewed by experts. 

We evaluate the sales proportion cut-off method in detail by, modifying the Monte Carlo misclassification 

simulations to introducing a sampling process that corrects a certain proportion of records just before compiling the 

CCDI, but after the misclassification. We thus evaluate and discuss the proportion of validation that is appropriate 

to mitigate misclassification.  

The rest of the paper is structured as follows. Section 2 outlines the Dominick’s Finer Foods data utilized, as well as 

relevant descriptive statistics. Section 3 describes the methodological aspects, such as the Monte Carlo simulations 

and the measures of bias, variance and RMSE used. Section 4 demonstrates the results for each simulation. Section 

5 discusses the findings and what they mean for NSOs, followed by a conclusion that outlines limitations and topics 

for future research in section 6.  

2. Public scanner data  

2.1. Overview 
The publicly available Dominick’s scanner dataset is used throughout the study (Chicago Booth School for Marketing 

2013). The dataset is recommended for NSOs as a benchmark for evaluation of methods (Mehrhoff 2019), and has 

been leveraged by several studies either directly (Lamboray 2021) or as a source to create synthetic data (Office for 

National Statistics 2020). The data is available pre-categorized on the Chicago Booth School website3, and thus a 

simulation of misclassification can be done by picking a few categories, joining them together to simulate a realistic 

dataset, and introducing misclassification between a target category and the other categories.  

Table 1: Number of new products entering the sample per year 

Year Number of New Products 

1990 453 

1991 287 

1992 1393 

1993 312 

1994 626 

1995 25 

1996 279 

1997 18 

 

Transformation of the data akin to (Lamboray 2021) and (Mehrhoff 2019) was carried out. Weekly data was first 

transformed into monthly data by assigning a weekly file to a specific month based on when the week starts. Item 

code and not the UPC was used to define the individual products and calculate unit prices. While 88 months of data 

 

3 We noticed some minor mistakes in the classification whereby a few products with the same UPC and product 
name were present in more than one category file. While this would need to be cleaned up if it were a true 
production use case, we did not correct these mistakes as it should not seriously impact the simulations carried out. 
Thus, UPCs in different categories were treated as separate products in our study. 
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is available in the original dataset, consistent churn in products was detected during the first 6 years (December 

1989 to December 1995), whereas the number of new products introduced decreased dramatically after 1995, as 

evident in table 1. As our purpose was to simulate the situation on realistic data, we thus focused specifically on the 

first 6 years. December 1989 is the base period for all experiments.  

2.2. Descriptive statistics and categories chosen 
To choose the categories included in the experiments, the number of transactions per month as well as the number 

of unique matched products present between months throughout the selected period (December 1989 to 

December 1995) were calculated by category. Any categories with no matched products in any single month were 

not selected to make certain an index could be calculated each month as more complex processing approaches, 

such as due to seasonality, would be necessary. Similarly, any categories with a limited number of matched products 

were not selected to ensure a considerable number of relatives were included in each month’s index calculation. 

Table 2 displays the total number of unique products, as well as the average number of relatives included in each 

index calculation by category between December 1989 and December 1995. Four categories were selected from 

those that met the criteria for number of matched products present between months: 

Table 2: Unique products and relatives per month 

Category Total Number of 

Unique Products 

Average Number of 

Relatives per Month 

Bottled juices (bjc) 383 141 

Cheese (che) 523 239 

Fabric softeners (fsf) 159 68 

Canned tuna (tna) 191 106 

 

Similar to other scanner data (de Haan, Opperdoes and Schut 1999; Antoniades 2017), Dominick’s data for these 

four categories showed considerable skewness. Figure 1 shows the inequality in the product expenditures, 

demonstrated by a Lorenz curve. Figure 1 plots the cumulative percentage of the total number of products against 

the cumulative percentage of total expenditure over the selected period (December 1989 to December 1995) by 

category. The products are sorted on the horizontal axis in ascending order in terms of expenditure. A Lorenz curve 

lying on the diagonal would indicate equal expenditure between products. Each of the plotted Lorenz curves are 

right-skewed, indicating that product expenditures are distributed unequally within the selected categories. A key 

implication of this distribution is that for weighted price indices, a cut-off sample that validates the highly weighted 

products should mitigate misclassification in the final index. 

Figure 1: Lorenz curves of percentage of cumulative expenditures vs cumulative number of unique products for 

selected categories (as defined in Table 2) in the Dominick’s dataset 
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3. Methods 

3.1. Monte Carlo simulation 
As it is challenging to measure the sampling distribution on a single random sample (de Haan, Opperdoes and Schut 

1999), it is challenging to model the exact misclassification distribution and probabilities from a single case. A 

classifier will typically be trained to assign products in a multi-classification scenario (i.e. more than binary case), 

and typically performs differently across the classes (in this case product categories). As previous findings show, 

some categories are easier to classify and others are harder, even to the point that annotators may struggle to 

differentiate products (Greenhough 2022; Spackman, et al. 2023). As classification is usually done on different 

variables than those that are used in price indices (product name and description for classification versus share of 

sales and unit price for price indices) and there is no known relationship in the literature between description quality 

and quantity of sales for this product, it is thus quite possible for a classifier to misclassify a highly weighted product 

as equally as it would a low weighted one. Furthermore, different classifiers and different natural language 

preprocessing steps could lead to slightly different decision boundaries for trained classifiers. Finally, data drifts over 

time and the classifier may perform differently month to month and in general is known to decline in performance 

over time (Spackman, et al. 2023). It is thus virtually impossible to know all possible cases even for one dataset.  

To simplify, we thus estimate the distribution of the calculated price index, by carrying out Monte Carlo simulations. 

For the bilateral experiments (RQ1), we first select a category of interest and a specific precision and recall set 

{𝑝𝑟, 𝑟𝑒} as well as a two time periods for calculating the index. All products present in both time periods are selected 

as the pool of products from which to sample. For each iteration 𝑘, we simulate misclassifications to the selected 

category. To do this we first select a fraction of products labeled to that category from the pool, by simple random 

sample without replacement, equal to the chosen recall level. Next, we select a fraction of products from the pool 

that are not in the category of interest, again by simple random sample without replacement, such that the precision 

of the selected products is equal to the chosen value. The index is then calculated as if the category of interest 

consisted of only the selected products. We repeat for 𝐾 iterations, in this instance 5000, to obtain a distribution of 

indices for the selected category, {𝑝𝑟, 𝑟𝑒} set and time periods. This experiment was repeated for multiple 

categories, {𝑝𝑟, 𝑟𝑒} sets and time periods. 

For experiments that leveraged the multilateral index over time (RQ2 – RQ5), the above method was extended 

slightly to focus on the aforementioned four categories of interest for the whole 6-year time period at once, 



7  
 

simulating a “steady state” level of misclassification. Note, this also allows a production-like simulation, as a 

misclassified product stays misclassified for the entire time it is in sample, akin to NSOs classifying and choosing 

whether or not to validate new products but not re-evaluating existing products.  

Each experiment is again conducted as a specific {𝑝𝑟, 𝑟𝑒}, this time over the 6-year time period. The pool of products 

in this experiment is all products with sales transactions, in that time period. For each iteration k, a fraction of 

products in the four categories of interest, equal to the recall rate are selected from the pool of products by random 

sample without replacement and kept in their correct category. Next, products are randomly selected without 

replacement from the remaining pool, and assigned to each of the four categories, such that the precision of each 

category is equal to the chosen precision. The final results are that each of the four categories of interest have 

misclassifications at the desired levels, with the rest of the products in that time period left in another, non-interest 

category. The multilateral index is then calculated for the four categories of interest over the time period. This is 

then repeated K times, in this case 500, to obtain K different multilateral indices for each of the four categories. 

This simulation is meant to roughly match a true production scenario, whereby each product can only be classified 

to a single category, and a misclassification of a single product impacts two categories, the true category and the 

one it is misclassified to. For the multilateral simulations, the precision and recall are targeted for the categories of 

interest only; the remaining products may have different levels. 

Figure 2: GEKS-Törnqvist (CCDI) index for selected categories in the Dominick’s dataset 

 

Table 3: Average of monthly price movements for selected categories in the Dominick’s dataset 

Category 1990 1991 1992 1993 1994 1995 

Bottled juices 0.24% 0.41% -0.08% 0.81% -0.14% 0.49% 

Cheese 0.13% 0.09% 0.26% -0.50% 0.40% 0.55% 

Fabric softeners 0.04% 0.38% 0.12% 0.01% 0.11% -0.12% 

Canned tuna 0.28% -0.51% 0.85% 0.66% 0.26% 0.09% 

Other -0.10% 0.31% 0.25% 0.17% 0.46% 0.04% 

 

Throughout the selected period, the true indices of the chosen categories, plotted below in figure 2, exhibit differing 

movements, both in direction and magnitude. To highlight this further, the average monthly movements of the 
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indices by year and category are displayed in table 3. In addition, the average monthly movement for an index 

calculated using all products from the remaining 24 categories in the Dominick’s scanner data set is also presented 

in table 3 with the label “other”. This provides insight into the price movements of the other products that are 

potentially being selected for the purpose of misclassification in the experiments.  

3.2. Measures tracked for each experiment 
Adopting the measures used by (de Haan, Opperdoes and Schut 1999), we construct measures for bias, variance, 

and RMSE. Specifically, for each set of precision and recall {𝑝𝑟, 𝑟𝑒}, 𝑃̂𝑘,𝑖  denotes the price index, either for the single 

period bilateral or the at the end of the 6 years for the multilateral case. Finally, 𝑘 denotes a Monte Carlo replicate 

or a single iteration of the experiment for category 𝑖. Thus: 

(1) 𝑃𝑖̂
̅ =

1

𝐾
∑ 𝑃̂𝑘,𝑖  

𝐾
𝑘=1  

is the estimate of the expected value of the price index, and thus: 

(2) 𝐵(𝑃𝑖̂) = 𝑃𝑖̂
̅ − 𝑃𝑖  

is the Monte Carlo estimate of bias for a given set of precision and recall {𝑝𝑟, 𝑟𝑒}. Similarly: 

(3) 𝑉(𝑃𝑖̂) =
1

𝐾−1
∑ (𝑃̂𝑖,𝑘 − 𝑃𝑖̂

̅)2𝐾
𝑘=1  

is the Monte Carlo estimate of variance, and 

(4) 𝑅𝑀𝑆𝐸̂ = √𝐵(𝑃𝑖̂)
2

+ 𝑉(𝑃𝑖̂) 

is the Monte Carlo estimate of root mean squared error (RMSE) of 𝑃𝑖̂.  

𝐹1 score, a commonly used metric for classification tasks which is evaluated in RQ3, is defined as the harmonic mean 

of precision and recall. More generally the 𝐹𝛽 score can be expressed as: 

𝐹𝛽 =
(1 + 𝛽2) ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝛽2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

Adjusting the value of 𝛽, can put more emphasis on precision or recall; for instance, 𝛽 < 0 gives more weight to 

precision, whereas 𝛽 > 0 gives more weight to recall. 

 

3.3. Evaluation of metrics and mitigating misclassification 
Monte Carlo simulations are run on a set precision and recall {𝑝𝑟, 𝑟𝑒} that are likely to be seen by NSOs that are 

training ML classifiers. Table 2 summarizes the categories explored. While evaluating the results will provide 

considerable insight on the discussion of the trade-off between precision and recall directly, to address RQ3, we also 

compile the 𝐹1 score, and evaluate the bias, variance, and RMSE for a set of scenarios where the metrics are set to 

identical results. These results can be found in the Results section for a single category for simplicity, as well as in 

full within the appendix. 

To address approaches to validation (RQ5), several scenarios are analyzed, and a scanner data-specific method is 

simulated – a cut-off sample of products based on sale proportion in the overall dataset. Firstly, we evaluate the 
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impact of validating a random sample, as NSOs should flag a certain proportion randomly each month in order to 

calculate unbiased performance metrics for the production process (Spackman, et al. 2023). Simple random sample 

does not need to be simulated and its impact can simply be estimated by looking up the results from a slightly higher 

precision and recall {𝑝𝑟, 𝑟𝑒} scenario. The added effort to validate unique products is estimated according to the 

scenario. For instance, with random sampling and a {𝑝𝑟, 𝑟𝑒} = {0.8,0.8} scenario, 10% random sample will result in 

{𝑝𝑟, 𝑟𝑒} = {0.82,0.82}. 

Secondly, we consider model confidence, a popular approach for NSOs (Myklatun 2019; Spackman, et al. 2023). 

NSO’s can use the model confidence scores to select which products to flag for review; flagging and correcting those 

with predicted confidence below a specific threshold. Because the misclassifications in these experiments are 

randomly generated, there is no associated model confidence available on which to select products; thus, this 

method was not able to be directly evaluated in this research. We would suggest that if confidence scores are being 

used to automatically accept predicted classifications, they should be well calibrated using methods such as 

described by Zadrozny and Charles (2005).  

Finally, given the high performance of cut-off sampling based on weight has been found an effective approach for 

NSOs leveraging scanner data using either a static or dynamic method (de Haan, Opperdoes and Schut 1999; 

Eurostat 2017), focusing on high selling products within the category should be a very applicable method to sample 

products for validation. This method of flagging the top selling products was directly simulated in this research. To 

simulate this scenario, we first misclassify the categories of interest as before, following which, products with the 

top n percent of sales are corrected to the ground truth values, simulating manual review. The multilateral index is 

then calculated for the full period of interest. To simplify the simulation from a computation point of view, we 

leverage sales from the whole 6 years rather than for each individual month, when calculating the fraction of total 

sales. Using monthly sales to calculate the fractional total sales is appropriate within the research to model a “steady 

state”, however its application include two considerations worth noting. Firstly, flagging the top 𝑛 percent of total 

sales on a monthly basis would flag more unique products for review, compared to flagging the top n percent of 

total sales for the entire time period, as shown in figure 3 below. Additionally, products can have low sales in the 

first month they are observed and thus wouldn’t be flagged, but in subsequent months could meet the flagging 

threshold. In this case, the product category may be corrected to the correct category in a month other than the 

first month observed. These impacts of correcting products was not considered in this study but may be relevant in 

a production scenario and should be further investigated. 

Figure 3: Comparison of fraction of total sales flagged vs number of products flagged, monthly and for the entire 

period of interest. 
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4. Results 

4.1. Bilateral simulation results 
Results for the bilateral case were generated by running 5000 simulated misclassifications at each desired precision 

and recall level, for each category of interest. These simulations were conducted on each category for a number of 

different classification periods; we present the results of the fabric softener category for the periods of January and 

February 1991 as an example of the results. 

Presented in figure 4 is a distribution plot for the resulting probability distribution of the calculated index, at selected 

precision and recall rates. Each curve represents the probability distribution for a specific level of category precision 

and recall with the vertical-coloured lines below representing the calculated index from a single iteration of the 

experiment. At a fixed single category precision rate, we can see that a higher recall score, qualitatively decreases 

the variance of the distribution of indices, as indicated by the narrowing of the probability distribution curve. We 

can also observe that the probability distribution curves, in this example, are all centered around the true price index 

value, indicating that the bias of the calculated index is relatively constant for the different recall rates at a fixed 

precision rate.  

Figure 4: Probability distribution curve of bilateral Törnqvist index after random misclassifications. 1991-01 to 

1991-02 
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It can be observed, in general, that the absolute value of bias tends to decrease as precision is increased; but is less 

sensitive to recall, as shown in figure 5. Each line represents a fixed recall level, with precision level varying on the 

x-axis. The y-axis shows the calculated bias of the estimated index, for the specific {𝑝𝑟, 𝑟𝑒} level. This trend makes 

intuitive sense as recall is lowered by removing products from the category randomly. This trend of decreasing bias 

with increasing precision appears to hold for all product categories tested. 

Figure 5: Bias of calculated bilateral Törnqvist index after random misclassifications. 1991-01 to 1991-02 

 

Conversely, the variance of calculated indices tended to decrease both with increasing precision and recall. This is 

highlighted in figure 6. This figure is the same as figure 5, with the variance replacing the bias on the y-axis. 

Figure 6: Variance of calculated bilateral Törnqvist index after random misclassifications. 1991-01 to 1991-02 
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4.2. Multilateral simulation 
Results for the multilateral case were generated by running 500 simulated misclassifications at each desired 

precision and recall level simultaneously for the four categories of interest. The calculation of a multilateral price 

index over a six-year period is a relatively computationally intense process; as such the number of simulations was 

restricted to a level that could be run on a single machine in a reasonable amount of time. This restriction was 

imposed to enable sharing the simulation code with as wide of an audience as possible. As a sensitivity test, we ran 

1000 and 2000 simulations at a single {𝑝𝑟, 𝑟𝑒} level and found that, although there were some variations in the 

results, the mean index calculated at December 1995 varied by less than 0.3 percent from the value obtained in the 

experiment with 500 simulations. Not only this, but when computing the Geweke diagnostic, values are within the 

recommended range for convergence, as long as the number of simulations exceeds 100 (Geweke 1991).  

To demonstrate the results from the multilateral simulation, we can visualize the potential impact of 

misclassification on the multilateral index. In figure 7, the true index is compared to five individual simulations at 

{𝑝𝑟, 𝑟𝑒} = {0.7,0.7} for the fabric softener category. Each line in the figure represents one realization of the random 

misclassification and the calculated index. 

Figure 7: Calculated CCDI for individual misclassification simulations. 
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Isolating the bias and variance of all simulations shows similar trends to the bilateral experiments. The following 

two figures show the bias and variance of the index calculated at December 1995 for the fabric softener category. 

These show similar trends to the bilateral experiment, suggesting that the bilateral experiment could serve as a good 

proxy for how the index will behave in a multilateral scenario. Figure 8 shows the bias of the calculated index at 

December 1995 for the fabric softener category; figure 9 shows the variance for the same period. 

Figure 8: Bias of calculated CCDI at 1995-12 after random misclassifications. 

 

Figure 9: Variance of calculated CCDI at 1995-12 after random misclassifications. 
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4.3. Multilateral extension method sensitivity 
As a comparison, a single additional experiment was run using the half splice on published (HASP) extension method 

in place of the mean splice on published method used for the rest of the multilateral experiments. The test was run 

at the misclassification rates of {𝑝𝑟, 𝑟𝑒} = {0.8,0.8}. The true and mean calculated index with misclassifications at 

December 1995 is presented in table 4 below. 

Table 4: Comparison of results for index at December 1995 

Extension Method True Index Mean Index Bias 

Mean Splice on Published 1.047 1.057 0.010 

Half Splice on Published 1.052 1.057 0.006 

 

To validate if the estimate of bias varies depending on the extension method chosen, we ran an ANOVA to compare 

the mean bias from the 500 experiments for the two extension methods: obtaining a P value of 0.082. This result is 

interpreted to indicate that the bias calculated for the two different splicing methods was not conclusively different 

thus both methods are similarly sensitive to misclassification.   

4.4. Most applicable metrics 
Tables 5 and 6 show a summary of results from the multilateral and bilateral experiments respectively. For each of 

the different precision and recall levels, we show the corresponding F1 score as well as the estimated variance, bias 

and RMSE values. The first six rows show the results for different precision, with fixed recall at 0.90 whereas the 

next six rows show the results for different recall levels, with a fixed precision of 0.90.  

We can see from the results that F1 score may not be an ideal choice as a metric for measuring classification 

performance, in the context of classifying products for price index calculations. For instance, in table 5 rows 1 and 7 

both have an F1 score of 0.64; however, the bias of the estimated index in row 1 is approximately seven times higher 

than in row 7. If the goal for NSOs it to minimize bias in the estimated index, it may be appropriate to favor precision 

over recall, when evaluating classifiers. Providing more weight to precision could be done either by selecting models 

based on precision score only, or by choosing and 𝐹𝛽 score with 𝛽 < 0.  The results in tables 5 and 6 are for the 

fabric softener category only, but we see similar trends in other categories, as presented in the appendix. 
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Table 5: Effect of performance measures with varying recall and precision for multilateral experiment (CCDI with 

mean pub splice extension method December 1995). All results are for Fabric Softener (fsf) 

Row Summary of 

Experiment 

Category: 

{Precision, Recall}  Variance  Bias  RMSE 

 

F1 

1 Fixed recall, varying 

precision 

fsf: {0.50, 0.90} 0.00253 0.02108 0.05453 0.64286 

2 fsf: {0.70, 0.90} 0.00158 0.01367 0.04199 0.78750 

3 fsf: {0.80, 0.90} 0.00122 0.00617 0.03540 0.84706 

4 fsf: {0.90, 0.90} 0.00089 0.00125 0.02980 0.90000 

5 fsf: {0.95, 0.90} 0.00029 0.00248 0.01731 0.92432 

6 fsf: {0.98, 0.90} 0.00037 0.00112 0.01939 0.93830 

7 Varying recall, fixed 

precision 

fsf: {0.90, 0.50} 0.00205 0.00292 0.04536 0.64286 

8 fsf: {0.90, 0.70} 0.00170 0.00442 0.04142 0.78750 

9 fsf: {0.90, 0.80} 0.00099 0.00253 0.0315 0.84706 

10 fsf: {0.90, 0.90} 0.00089 0.00125 0.02980 0.90000 

11 fsf: {0.90, 0.95} 0.00043 0.00316 0.02103 0.92432 

12 fsf: {0.90, 0.98} 0.00046 0.00228 0.02146 0.93830 

  

Table 6: Effect of performance measures with varying recall and precision for single reference period experiment, 

1991-01 to 1991-02. All results are for Fabric Softener (fsf) 

Row Summary of 

experiment 

Category:  

{Precision, Recall}  Variance  Bias  RMSE 

 

F1 

1 Fixed recall, varying 

precision 

fsf: {0.70, 0.90} 0.00106 0.01004 0.03406 0.78750 

2 fsf: {0.80, 0.90} 0.00081 0.00783 0.02951 0.84706 

3 fsf: {0.90, 0.90} 0.00052 0.00351 0.02316 0.90000 

4 fsf: {0.95, 0.90} 0.00031 0.00108 0.01757 0.92432 

5 fsf: {0.98, 0.90} 0.00021 0.00033 0.01462 0.93830 

6 Varying recall, fixed 

precision 

fsf: {0.90, 0.70} 0.00103 0.00323 0.0322 0.7875 

7 fsf: {0.90, 0.80} 0.00073 0.00304 0.02726 0.84706 

8 fsf: {0.90, 0.90} 0.00052 0.00351 0.02316 0.90000 

9 fsf: {0.90, 0.95} 0.00042 0.00324 0.02077 0.92432 

10 fsf: {0.90, 0.98} 0.00038 0.00389 0.01995 0.93830 

 

4.5. Applying corrections based on product sales 
As for the multilateral simulations, the results for this section were generated by running 500 simulated 

misclassifications at a specific precision and recall level and then applying the correct category to all products in the 

top n percent of total sales. For this experiment we focused on a single level of misclassification {𝑝𝑟, 𝑟𝑒} = {0.7, 0.7}, 

flagging different fractions of total sales. This level was chosen as it represents a modest level of misclassifications 

and we wished to have enough misclassifications that the impact of corrections would be easily visualized. 

Figure 10 shows the results of five individual realizations of the simulation, misclassified at {𝑝𝑟, 𝑟𝑒} = {0.7, 0.7}, with 

all products in the top 80 percent of sales corrected. Similar to figure 7, several runs, which are individual realizations 

of this misclassification and correction process, are show as a demonstration. Compared to the equivalent figure 7, 

with no corrections, it can be seen that the index tracks much closer to the ground truth in each of the iterations 

shown. Flagging 80 percent of total sales requires that only approximately 16 percent of the products in the dataset 

be flagged, or 35 percent if flagging every month (figure 3).  

Figure 10: Calculated CCDI for individual misclassification simulations at {pre, re} = {0.7,0.7} followed by corrections 

of 80% of sales for fsf category (Fabric softener) 
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For the four categories of focus, at lower thresholds of correction, the bias of the calculated index at December 1995 

was not always reduced, and for some product categories simulated it even increased or fluctuated (figure 11). 

While simulation noise could have been a contributing factor, this also suggests that reviewing 80 percent of sales 

for all categories may be insufficient to guarantee an unbiased index for each category for all time periods. 

Investigating additional categories in the Dominick’s dataset that were outside the main focus of this study did show 

a trend in decreasing bias by increasing the correction threshold (see Figure A-1 in the Annex). These additional 

categories were selected with higher average sales compared to the four categories of focus for this study, meaning 

that a cut-off threshold for correction for the whole dataset was very likely to correct more products in each of these 

additional categories. As a decline in bias with an increase of the correction threshold is more prevalent in higher 

sale additional categories, and less prevalent in lower sale categories of focus, this suggests that utilizing a cut-off 

sales threshold needs to be designed in a way that is most appropriate for the dataset. For instance, combining a 

correction threshold across the whole dataset with an additional threshold by each category, as well as other 

methods, may be necessary. Variance consistently decreased at all levels of corrections in the categories of focus. 

Table 7 provides additional details related to figure 12, showing the mean reduction in variance, compared to the 

correction threshold applied. 

Figure 11: Bias of calculated CCDI at 1995-12 after random misclassifications at {pr, re} = {0.7,0.7} followed by 

corrections of a fraction of total products, based on weight. 
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Figure 12: Variance of calculated CCDI at 1995-12 after random misclassifications at {pr, re} = {0.7,0.7} followed by 

corrections of a fraction of total products, based on weight. 

 

Table 7: Mean reduction of variance of calculated CCDI at 1995-12 after random misclassifications at {pr, re} = 

{0.7,0.7} followed by corrections of a fraction of total products, based on weight.  

Correction Threshold Mean Reduction in 

Variance 
0.00 0.00 

0.10 0.48 

0.20 0.63 

0.30 0.70 

0.40 0.78 

0.50 0.87 
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0.60 0.94 

0.70 0.97 

0.80 0.98 

0.90 1.00 

 

5. Discussion  
We find as a result of the bilateral experiments on Dominick’s scanner data that even modest levels of 

misclassification can introduce errors to the weighted Törnqvist index. These errors tend to be proportional to the 

level of misclassification, with the bias of the estimated index being particularly sensitive to the individual category 

precisions. When extended to a multilateral index (CCDI), modest levels of misclassification were shown to introduce 

errors in the calculated index in a similar manner. Though the trends were consistent between product categories, 

the exact values for bias and variance varies between category, due to the price index calculations dependence on 

the specific distribution of prices and sales volumes.  

When viewing the results of the experiments in aggregate, it is shown that it is important to try to minimize both 

false positives (increased precision) and false negatives (increased recall) in a production setting. Though both 

metrics were found to be important, if a trade-off between the two must be made, the precision of the specific 

category was found to be the most important for reducing the bias of the estimated index, with recall and precision 

being equally important for reducing variance.  

In practice, the errors made by a ML classifier are not guaranteed to be random; the relationship between the 

specific misclassification levels and evaluated metrics will be more complex. This research provides a useful 

demonstration of how the index responds to misclassification under specific conditions; future research could 

evaluate the impact of misclassification under different assumptions. 

Comparing two popular extension methods for CCDI, we find the distribution of estimated bias to be equal between 

the two methods; we suggest that the conclusions from these experiments will be applicable to that extension 

method. With a relatively low P value of 0.0823 however, further investigation of other index methods and extension 

methods are warranted.  

Applying corrections to the product category, based on the top 𝑛 percent of sales volumes, was found to be an 

efficient method, particularly for reducing variance in the calculated price index, and in some cases reducing bias as 

well. Validating products with 80 percent of total sales volume only required review of 16 percent of total products 

(35 percent if reviewed monthly) and reviewing products representing 90 percent of sales would require review of 

only 26 percent of products (46 percent if done monthly). Though selecting products for correction in this way was 

found to be an efficient option, NSOs should be cautious when selecting a sales threshold to reduce the impact of 

misclassifications to an acceptable level. Additional approaches such as cut-off thresholds for the whole dataset and 

each category, as well as other methods, maybe appropriate. Furthermore, it is advisable to combine flagging 

methods chosen such as cut-off thresholds with a simple random sample by category in order to calculate unbiased 

performance metrics for the production process. For instance, an 80% cut off combined with a random sample will 

flag in 24.4 percent of total products (or 41.5 percent if reviewed monthly), and a 90% cut off will flag 33.4 percent 

of products (51.4 percent if done manually).  

In practice, our findings suggest it is valuable for NSOs to run a similar bilateral or multilateral experiment on their 

own scanner data and chosen price index method, select the desired bias, variance or RMSE, and determine the 

required category precision and recall required to meet this target. A product review process can then be designed 
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to ensure that these performance metrics are met or exceeded in each month of production. In practice, these 

experiments can be done on a few categories rather than for a whole dataset as ML classifiers typically make 

mistakes between specific related categories; hence such experiments could be guided by an evaluation of the 

confusion matrix of the ML model being prepared for production. As NSOs may not have access to a multi-year 

historical dataset, even for a set of representative categories, the bilateral index simulation appears to be a useful 

substitute for a full multilateral, due to the consistency of results.  

It should be noted that the purpose of this study was to model the distribution of possible scenarios and measure 

bias, variance, and RMSE against a known ‘true’ index. NSOs may not be able to do this type of analysis in practice, 

given the requirement of an extended dataset with known labels, and will need to conduct detailed tests and use 

alternative methods, such as bootstrap methods on random samples every month to estimate bias and variance 

and to calibrate or correct for misclassification. 

In a production scenario, the classification performance metrics must be estimated each month by reviewing a 

random sample of products, as mentioned above. For a single category, it may be simpler to use validation to 

increase the precision of that class; for instance, the maximum precision could always be achieved by simply 

reviewing all products predicted to that category; however, the maximum recall requires the review of all products 

not predicted to that category.  

6. Conclusions and future studies 
This paper evaluates the impact of the misclassification of scanner data in the calculation of both bilateral and 

multilateral price indices. Experiments carried out using the Dominick’s Finer Foods scanner dataset using both a 

weighted Törnqvist bilateral index as well as a GEKS-Törnqvist multilateral index (CCDI), found that, even at limited 

levels of misclassification, the calculated price indices were affected. In general, the variance of the calculated 

indices decreased as both precision and recall increased; whereas bias decreased alongside increasing precision and 

was less impacted by increasing recall. While we note that the impact also extends to the same multilateral index 

using the HASP extension method, further studies could examine the impact of misclassification using different 

indices and/or extension methods as well as investigating the impact of non uniform misclassification probabilities. 

Experiments were carried out, also using a multilateral GEKS-Törnqvist index, to determine the appropriate number 

of products to review to minimize the consequences of misclassification. Various percentages of the top sales were 

used to determine which products’ classifications should be corrected across different levels of misclassification. 

While bias did not always decrease in our case, in general, variance decreased as the percentage of top sales used 

to flag products needing correction increased. This method of alleviating the impact of misclassification, specifically 

in terms of diminishing variance, proves to be an efficient option to implement in production dependent on the 

skewness of the distribution of product expenditures. The evidence of bias in the resulting index, even with relatively 

high sales thresholds suggest that further investigation is warranted into the recommended sales thresholds for 

manual review, especially if this flagging method is used in isolation. Under the assumptions of this experiment, 

ensuring that a minimum of the top 80 percent of products, based on fraction of total sales, are correctly classified, 

provided a reasonable trade-off between impact on the calculated indices and number of products that would need 

to be reviewed. Though this may not generalize to all situations, this could be a good starting point from which to 

evaluate other methods. 

In addition, we would recommend randomly sampling and reviewing the category of products predicted to each 

category, in order to get an estimate each month, for the precision and recall for each class. Any class with low 

precision should have additional products reviewed and corrected. This study did not assess price relatives to flag 
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products whose classifications should be reviewed for a number of reasons. Firstly, outlier filtering is a key topic of 

research due to the sensitivity of multilaterals to dramatic outliers, thus it is likely to be studied well by NSOs as part 

of their research process. Secondly, price outlier flagging can vary by category in the CPI and the data type, thus 

focusing on it in this study was not warranted as it would not provide broader guidance. Finally, decomposition 

methods or analytics by NSO production staff are likely to focus on products with noticeable price relatives even if 

they are not flagged for review, hence any mistakes in misclassification would likely be caught. However, it may still 

be a method that is applicable given the specific data and specific use case the NSO is dealing with.   

We note that products were sampled by fractional sales, independent of which category they belong to. Ideally one 

would sample the top sales from each category, however in a classification scenario, we do not know the true class. 

A future experiment could be to test sampling the top 𝑛 precent of total sales for each individual category, based 

on the prediction from the classifier.  

This study also maintained consistent levels of misclassification across the whole dataset, including the initial 25 

months, to simulate a “steady state” assessment of misclassification. In practice, it may take a while for this “steady 

state” to occur. NSOs typically have much more time to classify and validate the initial launch window and tend to 

use ML for production processes. Thus, the proportion of misclassified products will start off very small and gradually 

increase over time until a “steady state” is reached (Spackman, et al. 2023). Various factors, such as the amount of 

validation carried out monthly, or the amount of data drift and how often models are retrained, will impact how 

quickly this “steady state” is reached. Furthermore, the NSOs could use bulk efforts to fix a proportion of the unique 

products periodically, further offsetting how quickly this “steady state” is reached.   
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Appendix 

Figure A-1: Bias of calculated CCDI at 1995-12 after random misclassifications at {pr, re} = {0.7,0.7} followed by 

corrections of a fraction of total products, based on weight (alternate categories). 

 

Categories: Analgesics (ana), Front End Candies (fec), Laundry Detergent (lnd), Bathroom Tissue (tti) 
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Table A-1: Varying precision with constant recall for single reference period experiment 

  

Category: {Pr, Re} variance bias RMSE F1 

bjc: {0.70, 0.90} 0.00078 0.00884 0.02927 0.7875 

bjc: {0.80, 0.90} 0.00061 0.00652 0.02561 0.847059 

bjc: {0.90, 0.90} 0.00032 0.00353 0.01814 0.9 

bjc: {0.95, 0.90} 0.00018 0.00191 0.01348 0.924324 

bjc: {0.98, 0.90} 0.00007 0.00074 0.0083 0.938298 

che: {0.70, 0.90} 0.00026 0.00366 0.01658 0.7875 

che: {0.80, 0.90} 0.00024 0.0023 0.01579 0.847059 

che: {0.90, 0.90} 0.0002 0.00111 0.01417 0.9 

che: {0.95, 0.90} 0.00018 0.00047 0.01328 0.924324 

che: {0.98, 0.90} 0.00016 -0.00002 0.01274 0.938298 

fsf: {0.70, 0.90} 0.00106 0.01004 0.03406 0.7875 

fsf: {0.80, 0.90} 0.00081 0.00783 0.02951 0.847059 

fsf: {0.90, 0.90} 0.00052 0.00351 0.02316 0.9 

fsf: {0.95, 0.90} 0.00031 0.00108 0.01757 0.924324 

fsf: {0.98, 0.90} 0.00021 0.00033 0.01462 0.938298 

tna: {0.70, 0.90} 0.00129 0.07239 0.0808 0.7875 

tna: {0.80, 0.90} 0.00118 0.0483 0.0593 0.847059 

tna: {0.90, 0.90} 0.00095 0.02462 0.03946 0.9 

tna: {0.95, 0.90} 0.00078 0.01253 0.03068 0.924324 

tna: {0.98, 0.90} 0.00067 0.00554 0.02639 0.938298 
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Table A-2: Varying recall with constant precision for single reference period experiment 

  

Category: {Pr, Re} variance bias RMSE F1 

bjc: {0.90, 0.70} 0.00041 0.0039 0.02072 0.7875 

bjc: {0.90, 0.80} 0.00036 0.00354 0.01926 0.847059 

bjc: {0.90, 0.90} 0.00032 0.00353 0.01814 0.9 

bjc: {0.90, 0.95} 0.0003 0.00343 0.01753 0.924324 

bjc: {0.90, 0.98} 0.00028 0.00337 0.01709 0.938298 

che: {0.90, 0.70} 0.0006 0.0007 0.02443 0.7875 

che: {0.90, 0.80} 0.00038 0.00127 0.01944 0.847059 

che: {0.90, 0.90} 0.0002 0.00111 0.01417 0.9 

che: {0.90, 0.95} 0.00014 0.00109 0.01173 0.924324 

che: {0.90, 0.98} 0.0001 0.00122 0.00999 0.938298 

fsf: {0.90, 0.70} 0.00103 0.00323 0.0322 0.7875 

fsf: {0.90, 0.80} 0.00073 0.00304 0.02726 0.847059 

fsf: {0.90, 0.90} 0.00052 0.00351 0.02316 0.9 

fsf: {0.90, 0.95} 0.00042 0.00324 0.02077 0.924324 

fsf: {0.90, 0.98} 0.00038 0.00389 0.01995 0.938298 

tna: {0.90, 0.70} 0.00265 0.02766 0.05847 0.7875 

tna: {0.90, 0.80} 0.00166 0.02721 0.04898 0.847059 

tna: {0.90, 0.90} 0.00095 0.02462 0.03946 0.9 

tna: {0.90, 0.95} 0.0006 0.02291 0.03358 0.924324 

tna: {0.90, 0.98} 0.00052 0.0244 0.03345 0.938298 
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Table A-3: Varying recall with constant precision for mean pub splice (500) experiment 

  

Category: {Pr, Re} variance bias RMSE F1 

bjc: {0.90, 0.50} 0.00058 -0.00302 0.02431 0.64286 

bjc: {0.90, 0.70} 0.00048 -0.00178 0.02195 0.7875 

bjc: {0.90, 0.80} 0.0005 -0.00129 0.02242 0.84706 

bjc: {0.90, 0.90} 0.00043 -0.00225 0.02076 0.9 

bjc: {0.90, 0.95} 0.00032 -0.00251 0.018 0.92432 

bjc: {0.90, 0.98} 0.00036 -0.00256 0.01902 0.9383 

che: {0.90, 0.50} 0.00067 0.00563 0.02655 0.64286 

che: {0.90, 0.70} 0.00034 0.00458 0.01905 0.7875 

che: {0.90, 0.80} 0.00022 0.00554 0.01586 0.84706 

che: {0.90, 0.90} 0.00012 0.00508 0.01221 0.9 

che: {0.90, 0.95} 0.00011 0.00483 0.01165 0.92432 

che: {0.90, 0.98} 0.00011 0.0044 0.01132 0.9383 

fsf: {0.90, 0.50} 0.00205 0.00292 0.04536 0.64286 

fsf: {0.90, 0.70} 0.0017 0.00442 0.04142 0.7875 

fsf: {0.90, 0.80} 0.00099 0.00253 0.0315 0.84706 

fsf: {0.90, 0.90} 0.00089 0.00125 0.0298 0.9 

fsf: {0.90, 0.95} 0.00043 0.00316 0.02103 0.92432 

fsf: {0.90, 0.98} 0.00046 0.00228 0.02146 0.9383 

tna: {0.90, 0.50} 0.00243 0.01389 0.05124 0.64286 

tna: {0.90, 0.70} 0.0012 0.00639 0.03529 0.7875 

tna: {0.90, 0.80} 0.00083 0.00872 0.03002 0.84706 

tna: {0.90, 0.90} 0.00073 0.0078 0.02813 0.9 

tna: {0.90, 0.95} 0.00056 0.00657 0.02457 0.92432 

tna: {0.90, 0.98} 0.00048 0.00531 0.02259 0.9383 
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Table A-4: Varying precision with constant recall for mean pub splice (500) experiment 

  

Category: {Pr, Re} variance bias RMSE F1 

bjc: {0.50, 0.90} 0.00169 -0.014 0.04346 0.64286 

bjc: {0.70, 0.90} 0.00122 -0.00857 0.0359 0.7875 

bjc: {0.80, 0.90} 0.00098 -0.00406 0.03162 0.84706 

bjc: {0.90, 0.90} 0.00043 -0.00225 0.02076 0.9 

bjc: {0.95, 0.90} 0.00019 -0.00135 0.01395 0.92432 

bjc: {0.98, 0.90} 0.0001 -0.00057 0.01014 0.9383 

che: {0.50, 0.90} 0.00056 0.03029 0.03845 0.64286 

che: {0.70, 0.90} 0.00034 0.01655 0.02476 0.7875 

che: {0.80, 0.90} 0.00025 0.00895 0.01818 0.84706 

che: {0.90, 0.90} 0.00012 0.00508 0.01221 0.9 

che: {0.95, 0.90} 0.00011 0.00283 0.01108 0.92432 

che: {0.98, 0.90} 0.00007 0.00094 0.00835 0.9383 

fsf: {0.50, 0.90} 0.00253 0.02108 0.05453 0.64286 

fsf: {0.70, 0.90} 0.00158 0.01367 0.04199 0.7875 

fsf: {0.80, 0.90} 0.00122 0.00617 0.0354 0.84706 

fsf: {0.90, 0.90} 0.00089 0.00125 0.0298 0.9 

fsf: {0.95, 0.90} 0.00029 0.00248 0.01731 0.92432 

fsf: {0.98, 0.90} 0.00037 0.00112 0.01939 0.9383 

tna: {0.50, 0.90} 0.00205 0.02953 0.05404 0.64286 

tna: {0.70, 0.90} 0.00167 0.01718 0.04436 0.7875 

tna: {0.80, 0.90} 0.00085 0.01084 0.03115 0.84706 

tna: {0.90, 0.90} 0.00073 0.0078 0.02813 0.9 

tna: {0.95, 0.90} 0.00041 0.00242 0.02028 0.92432 

tna: {0.98, 0.90} 0.00033 0.00302 0.01852 0.9383 

 

 


