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Abstract: The recently developed rolling year GEKS procedugkes maximum use
of all matches in the data in order to construatepindexes that are (approximately)
free from chain drift. A potential weakness is thatnatched items are ignored. In this
paper we use imputation Toérnqvist price indexegpats into the rolling year GEKS
procedure. These indexes account for quality crebgamputing the ‘missing prices’
associated with new and disappearing items. Thrgeitation methods are discussed.
The first method makes explicit imputations usinigealonic regression model which is
estimated for each time period. The other two ma#ghoake implicit imputations; they
are based on time dummy hedonic and time-produtintigiregression models and are
estimated on pooled data. We present empiricakecie for New Zealand from scanner
data on eight consumer electronics products arbthat accounting for quality change
can make a substantial difference.
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1. Introduction

Barcode scanning data, or scanner data for shmmtain information on the prices and
quantities sold of all individual items. One obwoadvantage of using scanner data for
compiling the Consumer Price Index (CPI) is thaterindexes can cover product
categories completely rather than being based small sample of items as is usual
practice. Another advantage of using scanner dataat the construction of superlative
indexes, such as Fisher or Térnqvist indexes, & feasible’ Superlative indexes treat
both time periods in a symmetric fashion and hatracive properties, like taking into
account the consumers’ substitution behavior. Moatistical agencies still rely today
on fixed-weight, Laspeyres-type indexes to comhieeCPI.

Scanner data typically show substantial item aitrjt many new items appear
and many ‘old’ items disappear. This makes it diffi if not impossible to construct
price indexes using the standard approach wherpribes of a more or less fixed set of
items are tracked over time. Chain linking periodperiod price movements seems an
obvious solution, but that can lead to a driftinngd series under certain circumstances.
Ivancic, Diewert and Fox (2011) resolved the problef chain drift by adapting the
well-known GEKS (Gini, 1931; Eltetd and Koves; 1963zulc, 1964) method for
comparing prices across countries to comparingepraxcross time. Their rolling year
(RY) GEKS approach makes optimal use of the matamdgke data and yields price
indexes that are approximately free from chaintdrif

A potential weakness of matched-item approachefjdmg RYGEKS, is that
the price effects of new and disappearing itemaagdected. High-tech products, such
as consumer electronics, usually experience rapadity changes; new items are often
of higher quality than existing ones. It is weltaddished in the literature that adjusting
for quality change is an essential part of pricasueement (see e.g. ILO et al., 2004).
The purpose of this paper is to show how qualitystéd RYGEKS price indexes can
be estimated. These indexes provide us with a Imeadhmeasure that can be used to

assess the performance of easier-to-construct ipidiexes.

! Statistics Netherlands has been using scannerfalataupermarkets in the CPI since 2004. In 2010, a
new computation method was introduced and the egeewas expanded to include more supermarket
chains. However, the new Dutch method does not migkeof weighting information at the individual
item level. Van der Grient and de Haan (2011) desahe method and explain the choice for using an
unweighted index number formula at the elementggregation level.



The RYGEKS procedure combines bilateral superlatidexes, which compare
two time periods, with different base periods.He original setup, the bilateral indexes
only take account of the matched items, i.e. tem# that are available in both periods
compared. Quality mix changes can occur withinstieof matched items. For example,
overall quality will improve over time when consummencreasingly purchase higher-
quality items. Changes in the quality mix of a nhatt set do not need special attention
here, however; they will be handled appropriatedyng matched-item superlative price
indexes.

The issue at stake is how to account for qualignges associated with new and
disappearing items. We do this by estimating hiédtenputation price indexes, which
serve as inputs into the RYGEKS procedure. Impanagprice indexes adjust for quality
changes by imputing the unobservable or ‘missimiggs to construct price relatives for
the new and disappearing items.

The paper is structured as follows. Section 2 oetlithe RYGEKS procedure.
Sections 3 to 5 discuss three regression-basetkdailamputation Tornqvist indexes.
The method outlined in section 3 makes explicitutagions using a hedonic regression
model which is estimated on cross-section dat&d&oh period. The two other methods
are based on making implicit imputations. In set#dowe discuss a result derived by de
Haan (2004) regarding how a weighted least squanesdummy hedonic model that is
estimated on the pooled data of two periods impficefines an imputation Tornqvist
index. A non-hedonic variant of the weighted timeminy model, referred to as the
time-product dummy model, is described in sectioWw® show that this model leads to
a matched-item price index and therefore does ffiet a solution to the quality-change
problem.

In section 6 we summarize the discussion by listigsteps to be followed for
estimating Imputation Torngvist (IT) RYGEKS indexgsing the time dummy hedonic
approach and point to a few additional issuesebtign 7 we describe our data set and
explain that it unfortunately does not enable ugstmate separate regression models
for each period. The monthly scanner data covechases in New Zealand over a
three-year period on eight consumer electronicglgocamcorders, desktop computers,
digital cameras, DVD players/recorders, laptop cot@gs, microwaves, televisions and
portable media players. Section 8 presents empigddence and shows that hedonic

imputations have, on average, a significant dowdvedfect on the RYGEKS indexes.



We compare our ITRYGEKS indexes with indexes ediahas rolling year versions of
the weighted multi-period time dummy method. Thtelaare also quality-adjusted and
approximately drift-free, and appear to performeuvell.

Section 9 concludes the paper and suggests sones fop further work in this
area.

2. The rolling window GEKS method

Suppose that we know the pricgs and expenditure shares for all itemsi belonging

to a product category in all time periods =0,...,T . For the moment, we assume that
there are no new or disappearing items solhigtfixed over time. The Tornqvist price
index going from the starting period 0 to pertqa0) is defined as
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This index compares the prices in each peti@) directly with those in the starting or

base period 0. The Torngvist index is superlativé has useful properties from both
the economic approach and the axiomatic approagitdex number theory (IL@t al,
2004). However, the index series defined by (I)astransitive. That is, the results of
the price comparisons between two periods depentieochoice of base periédn (1),
the starting period 0 was chosen as the base @ pference period, but this choice is
rather arbitrary if we want to compare any paitiwfe periods.

To illustrate the non-transitivity property, let tz&e period 1 as the base instead
of period 0 and make a comparison with peffodhe Térngvist index?" going from
period 1 to period is
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Using period 0 as the base (as in (1)), the piieage between periods 1 ahavill be

calculated as the ratio of the index numbers imopeiT and 1:

2 |n spatial price comparisons, transitivity is alswwn as circularity. This is an important reqoient
because the choice of base country should nottaffeasured price level differences across countries
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In general, the bracketed factor in (3) will difieom 1 and we haveé®” /P> # P/,

indicating non-transitivity.

In a time series context, transitivity implies tiia¢ period-on-period chained, or
shifting base, index equals the corresponding tiffecd base) index since the choice
of base period does not matter. Put differentBnditive price indexes will be free from
chain drift. Chain drift is defined as a situatihere the chain price index, unlike its
direct counterpart, differs from unity when thecges of all items return to their initial
(period 0) valued.Empirical research on scanner data has shownithapite of their
symmetric structure, superlative indexes can ekisibstantial chain drift under high-
frequency chaining (see Feenstra and Shapiro, 2083¢ic, Diewert and Fox, 2011; de
Haan and van der Grient, 2011).

There are circumstances when high-frequency chgisinecommended though,
for example, when there are a large number of nedvdisappearing items. Chaining
enables us to maximize the set of matched prodthaise products that are available in
the periods compared). To resolve the problem afrctrift, lvancic, Diewert and Fox
(2011) adapted the GEKS method, which is well kndnem price comparisons across
countries, to price comparisons across time. Below,outline their methodology for
constructing transitive price indexés.

The proposed GEKS index is equal to the geometeamof the ratios of all
possible ‘bilateral’ price indexes, based on thees@dex number formula, where each
period is taken as the base. Taking O as the inefexence period (the period in which

% This definition seems a little restrictive. Ines$ formal way, chain drift can alternatively beatied

as a situation in which the chain index drifts et and further away from the underlying ‘true’nide If
there are no new or disappearing items, the ‘tmgxid can be measured by the direct index accotding
some preferred formula. Random deviations fromtteéed do not reflect drift and should not bother us
too much.

“ In the context of price indexes for seasonal gpBak (1981) describes a method that is equivaient
the GEKS method. Kokoski, Moulton and Zieschan®@)lso pointed to the possibility of adapting the
GEKS approach to intertemporal price comparisons.



the index equals 1) and denoting the link periogs @ <1 <T), the GEKS price index
going from O tat is

Potcs = ﬁ [po P [T = ﬁ! [Po x pr [T t=0,..T. 4)

Equation (4) presupposes that the bilateral indessdisfy the time reversal test, (that
P® =1/P'"). The GEKS index will then also satisfy this tdstcan easily be shown
that the GEKS index is transitive and can theretoeewritten as a period-on-period
chained index.

Using the second expression of (4), the GEKS ingtarg from period O to the
last (most recent) periodcan be expressed as
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So far, the number of time periods (including theex reference period 0) was fixed at
T +1. In practice, we want to extend the series as passes. If we add data pertaining
to the next periodT +1), then the GEKS index for this period is

T+1
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]l/(T+2) . (6)
Extending the time series in this way has two diaskls. The GEKS index for the most
recent periodl +1 does not only depend on the data of periods OTand but also on
the data of all intermediate periods. Hence, wientime series is extended, there will
be an increasing loss of characteristicifjurthermore, the GEKS method suffers from
revision: the price index numbers for peridds.,T computed using the extended data
set will differ from the previously computed indexmbers.

To reduce the loss of characteristicity and circamvhe revision of previously
computed price index numbers, Ivancic, Diewert Bog (2011) propose a rolling year
approach. This approach makes repeated use ofitteegnd quantity data for the last
13 months (or 5 quarters) to construct GEKS indefesindow of 13 months has been
chosen as it is the shortest period that can dehlsgasonal products. The most recent
month-on-month index movement is then chain linteethe existing time series. Using

® Caves, Christensen and Diewert (1982) define cheniaticity as the “degree to which weights are
specific to the comparison at hand”.



Poi% as the starting point for compiling a monthly tiseries, the rolling year GEKS
(RYGEKS) index for the next month becomes
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One month later, the RYGEKS index is
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This chain linking procedure is repeated each nexith.

Ilvancic, Diewert and Fox (2011) used bilateral rhattitem Fisher indexes in
the above formulas. Following de Haan and van den®(2011), we will use bilateral
Torngvist indexes since their geometric structa@litates a decomposition analysis, as
will be shown later on. Both the Fisher index ahd Tornqvist index satisfy the time
reversal test and usually generate very similaritgs

Unlike GEKS indexes, RYGEKS indexes are not byrdeéin free from chain
drift. Nevertheless, it is most likely that any ohdrift will be very small. Since each
13-month GEKS series is free from chain drift, wewd expect chain linking the
GEKS index changes not to lead to a drifting seiri@apirical evidence from scanner
data on goods sold at supermarkets lends suppatrtcexpectation that RYGEKS
indexes are approximately drift free. See Ivanbiewert and Fox (2011); de Haan and
van der Grient (2011); Johansen and Nygaard (2@&ht) Krsinich (2011).

Although matched-item GEKS indexes are free frorairchdrift, this does not
necessarily mean they are completely drift freereghmay be other causes for a drifting
or biased time series. Greenlees and McClellan@iQR6how that matched-item GEKS
price indexes for apparel suffer from significawinehward bias. The prices of apparel
items typically exibit a downward trend so that angtched-item index will measure a
price decline. The problem here is a lack of exptioality adjustment.Of course this
quality-change problem carries over to RYGEKS iretex

The problem can in principle be dealt with by ushitateral imputation price
indexes as inputs into the RYGEKS procedure ratii@n their matched counterparts,

® As mentioned by van der Grient and de Haan (2@h@®) problem may be partly due to the use of a too
detailed item identifier, in which case items thed comparable from the consumer’s perspective dvoul
be treated as different items.



provided that the imputations make sense. Imputgiiice indexes use all the matches
in the data and, in addition, impute the ‘missiniggs’ that are associated with new and
disappearing items. In section 3, we discuss tleedhic) imputation Térngvist index
and decompose this index into three factors: theribmtions of matched items, new
items and disappearing items.

3. Hedonic imputation Torngvist price indexes

The issue considered in this section (and in sestband 5) is how the unmatched new
and disappearing items should be treated in agbdbT 6rnqvist price index, where we
compare two time periods. For the sake of simplicite compare period 0 with period
(t=1...T). In section 6 we will show how to handle all thkateral price comparisons
that show up in the RYGEKS framework.

We will denote the set of items that are availableoth period 0 and periddoy
U ®. For these matched items, we have base periogsppit and period prices p', so
that we can compute price relatives/ p. The set of disappearing items, which were
observed in period 0 but are no longer availablpanodt, is denoted byJ gm. Here,
the base period price is known but the petipdice is unobservable. To compute price
relatives for the disappearing itemalues p/ have to be predicted (imputed) for the
‘missing’ periodt observations. The set of new items, which aremisen period but
were not available in period 0, is denotedl}by(o). In this case the periddprices are
known but the base period prices are ‘missing’ gt be imputed by’ to be able to
compute the price relatives. Note thaf' OUJ , =U°, the total set of items in period
0, andU* OUy, =U", the total set of items in periad Using the observed and
imputed prices, the imputation Térnqgvist price mdewhich equals the square root of
the product of the imputation geometric LaspeyrasRaasche indexes — is given by
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PY. is a so-called single imputation Térngvist indStatistical agencies use the
term imputation for estimating missing observatjarsd so single imputation would be
the usual approach. In the index number literatdmible imputation has also been
used. In a double imputation price index, the ol prices of the unmatched new and
disappearing items are replaced by predicted vaildidsand Melser (2008) discuss all
kinds of different imputation indexes based on mecloegression. They argue that the
double imputation method may be less prone to eohitariables bias since the biases
in the numerator and denominator of the estimateck pelatives for the unmatched
items are likely to cancel out, at least partidligyed (2010) focuses on consistency
rather than bias and makes a similar case. Howtwesingle imputation variant is our
point of reference because, as will be shown ini@ee! below, this links up with the
use of a weighted time-dummy variable approachetiohic regression.

In Appendix 1 it is shown tha®d, can be decomposedas
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where s, and s, denote the expenditure share of itewith respect to the sét”

, (10)
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of matched items in period 0 and pertocbspectively;s%(t) is the period 0 expenditure

share ofi with respect to the séi gm of disappearing items, ang), o IS the period

0
iud, S

the aggregate period 0 expenditure share of disaipgeitems, andstN(O) = Z

IS
t
i0UN (o) S

expenditure share afwith respect to the séf, of new itemssg(t) = z

is the aggregate periaagxpenditure share of new items.

The first factor in (10) is the matched-item Tdrisundex. The second factor
equals the ratio, raised to the powers@{t) /2, of the imputation geometric Laspeyres
index for the disappearing items and the geoméiagpeyres index for the matched
items. The third factor is the ratio, raised to fwver of s, /2, of the imputation

" Equation (9) is similar to equation (4) in Sihard Heravi (2007), except that they use predictakp

for all items, including the matched ones. So ttefine a full imputation Térnqvist index. A drawlac

of their approach is that the index becomes fulpehdent on the choice of the hedonic model and the
estimation technique.

8 A similar decomposition holds for the double imatign Térnqvist index.



geometric Paasche index for the new items and éoengtric Paasche index for the
matched items.

The product of the second and third factor canie&ed as an adjustment factor
by which the matched-item Tornqvist price indexidddoe multiplied in order to obtain
a quality-adjusted price index. If someone wouldf@r the matched-item index as a
measure of aggregate price change, then from antatipns perspective they are either
assuming that the second and third factors cam@#l ether out (which would be a pure
coincidence) or that the ‘missing prices’ are ingausuch that both factors are equal to
1. The latter occurs ifp; for the disappearing items is calculated throughtiplying
the period O price by the matched-item geometrigpegres inde><r|iEUm(pit / pio)qo““)
and if p° for the new items is calculated through dividitg tperiodt price by the
matched-item geometric Paasche inqﬁkmm (p// pi°)§‘°” . There is no a priori reason
to think this would be appropriate.

The imputations should measure the Hicksian reservgrices, which are the
prices that would have been observed if the iteatsbbeen available on the market. Of
course, these fictitious prices can only be eseohdity using some kind of modelling.
Hedonic regression is an obvious choice in thipees The hedonic hypothesis states
that a good is a bundle of, sa§ price determining characteristics. We will dentite
fixed ‘quantity’ of thek-th characteristic for itemby z, (k =1,...,K). Triplett (2006)
and others have argued that the functional fornulshbe determined empirically, but

we will only consider the logarithmic-linear modsgdecification:
K

Inp' =a'+> Bz, +e; t=0,..T, (11)
k=1

where S, is the parameter for characteridtin periodt and &' is an error term with an

expected value of zero. The log-linear model spetibn has been frequently applied
and usually performs quite well. It has three adages: it accounts for the fact that the
(absolute) errors are likely to be bigger for highaced items, it is convenient for use
in a geometric index such as the Torngvist, amait be compared with the models we

will be using in sections 4 and 5.

° This is true for product varieties which are corafée in the sense that they can be describedédy th
same set of characteristics so that their pricesbeamodeled by the same hedonic function. We do no
address the problem of entirely new goods, whickehdifferent characteristics than existing goode du
to, for example, new production techniques.



We assume for now that model (11) is estimatedraégds for each time period
by least squares regression. Using the estimatedngdersad’ and [5’;, the predicted
prices are denoted by’ =exp@' + z:zl/j’li z,) . The predicted values forJU,, and
1gu ‘N(O) serve as imputations in the single imputation Goist price indexPy:. given
by (9). It is easily verified thaPy; satisfies the time reversal test.

An issue is whether we should use either Ordin@ast Squares (OLS) or some
form of Weighted Least Squares (WLS) regressioonfFan econometric point of view,
WLS could help increase efficiency (reduce the ddath errors of the coefficients)
when heteroskedasticity is present. With homoskedasors, OLS would seem to be
appropriate. Silver (2003) pointed out, howeveat thhe have multiple observations for
item i, equal to the number of saleg, rather than a single observation. Running an
OLS regression on a data set where each item cayrimes is equivalent to running a
WLS regression where thg' serve as weights. This type of WLS would refldus t
economic importance of the items in terms of quistisold.

Instead of quantities or quantity shdfese could alternatively use expenditure
shares as weights in the regressions. In sectioa wWill explain that a particular type of
expenditure-share weighting is ‘optimal’ when estiimg a (two-period) pooled time-
dummy variable hedonic model. But in the currehiagion, where we look at separate
regression models for each time period, the weighissue has not been completely
settled.

4. The weighted time dummy hedonic method

The hedonic imputation method discussed in se@ibas the virtue of being flexible as
the characteristics parameters are allowed to @awngr time. In spite of this, it may be
useful to constrain the parameters to be the santlkeei periods compared to increase
efficiency. Again, we will be looking at bilatergkice comparisons (to be used in an
RYGEKS framework) where the starting period 0 i®dily compared with each period
t, and where runs from 1 tol. Replacing thes, in the log-linear hedonic model (11)
by time-independent parametefs yields

1% When using the item’s quantity share, i.e., thajty sold divided by the aggregate quantity sals,
its weight, the weights of the different items agudto 1 while leaving the estimates unaffected.eNbat
aggregating quantities across different items lgganticular economic interpretation.

10



K
In p! :a‘+zlﬁ’kzik+git; t=0,...,T. (12)
k=1

Model (13) should be estimated on the pooled datheotwo periods compared. Using
a dummy variableD; that has the value 1 if the observation relatgsetgodt (t # 0)
and the value O if the observation relates to pefipthe estimating equation for the

bilateral time dummy variable method becofes
K

Inp =a+d'D{ +> Bz, +& ; t=0,..T, (13)
k=1

where &' is an error term with an expected value of zesopefore. Note that the time
dummy parameted' shifts the hedonic surface upwards or downwards. dstimated
time dummy and characteristics parameterscAﬁrand [S’k. Since model (13) controls
for changes in the characteristice:a(pé't is a measure of quality-adjusted price change
between periods 0 artd The predicted prices in the base period 0 anccdneparison
periodst are p° = exp@ + z:zlfi’k z.) and p' = exp@ + " + z::l,[;’k z,), So we have
expd' = p'/pC foralli (t=1...T).

The question arises as to what regression weigbtddwproperly reflect the
economic importance of the items when estimatingaggn (13) by WLS. In Appendix
2 it is shown that if the weights for the matchtairis are the same in periods 0 and

i.e., if w=w' =w” for i JU*, then the time dummy index can be expressed as

1

“ pt W f)t we pt R N e e
" ﬂ p’ GEL p°) b \ DY

where, as beford) ® is the set of matched items (with respect to pisrid and), ugm

is the set of disappearing items, adg,, is the set of new itemay® =" w’,

Wg(t) - z”:Ug(t) W' and W:\‘(O) = zi[uk(o) W
Following up on the work of Diewert (2003), de Ha@004) suggested taking

IIUO‘

the average expenditure shares as weights for dtehed items, i.ew™ = (s’ +s )/2
for iOU %, and taking half of the expenditures shares feruhmatched items (in the
periods they are available), i.ef’ =s’ far iOUJ,, andw =s' /2for iUy, .
Since noww” +wgm +W}m) =1, substitution of the proposed weights into (14egi

1 Diewert, Heravi and Silver (2009) and de Haan @@bmpare the (weighted) hedonic imputation and
time dummy approaches.

11
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The weighted time dummy hedonic index (15) is acgdease of the single imputation

s

Tornqvist price index given by (9), where the ‘nmggprices’ for the unmatched items
are imputed according to the estimated time dummogeh Note that the regression
weights are identical to the weights used to aggeethe price relatives in the Térnqvist
formula. So the notion of economic importance s $hme in the weighted regression
and in the index number formula, which is reasgurivote further that the time dummy
index satisfies the time reversal test.

If there are no new or disappearing items, then (@&uces to the matched-item
Torngvist index. Thus, the result is independenthefset of characteristics included in
the model. This is a desirable property: in thisecare want the resulting price index not
to be affected by the model specification but tdohsed on the standard matched-model
methodology. If model (13) was estimated by OL®ieathan WLS regression on the
pooled data of periods 0 amndthen in the matched-items case the time dummgxind
would equal the (unweighted) Jevons index. Theaisgn unweighted index number
formula is obviously undesirable, so the weighisgpe is particularly important for the

time dummy method.

5. The weighted time-product dummy method

As mentioned previously, the hedonic hypothesitestthat a product can be seen as a
bundle of characteristics that determines the tdlence the price, of the product. The
number of relevant characteristics differs acrasglypct groups. In practice the set of
characteristics is typically rather limited, ofteacause sufficient information is lacking.
But what if detailed information on characteristissnissing? This is not an unrealistic
situation. Statistical agencies are increasinglitigg access to highly disaggregated
data on prices and quantities purchased, but tteesdds often include only loose item
descriptions. Obtaining sufficiently detailed infuation on item characteristics can be
difficult or costly.

Let us look at the extreme case where no pricemé@iang characteristics at all
are known and see what happens if the only ‘charatt’ of an item that is included in

12



the time dummy model is a dummy variable that idiesst the item. Suppose that we
haveN different items, both matched and unmatched ohles.estimating equation for

the bilateral time dummy model then becomes

N-1
Inp =a+d'D{ +>_yD, +¢, (16)

i=1
where the item or product dummy varialide has the value 1 if the observation relates
to itemi and O otherwisey; denotes the corresponding parameter. To prevefegbe
multicollinearity, the dummy for an arbitrary itelhis excluded from model (185.

Model (16) is a so-called fixed-effects model, whitas been applied by several
researchers to estimate price indexes, e.g., byofie, Corrado and Doms (2003) and
Krsinich (2011). In the international price comgans literature, where countries are
compared instead of time periods, the method isvknas the Country-Product Dummy
(CPD) method? In the present intertemporal context we will reflerit as the Time-
Product Dummy (TPD) method. The period 0 and perjmedicted prices for itemare
given by p’ =exp@+y,) and p = exp@ + o' +J.). The estimated fixed effect for
itemi equals (the exponential of), and the estimated two-period time dummy index is
expd' = pt/ p°, as before.

In the general exposition of section 4 we did mp&csy the set of characteristics
included in the time dummy model, so the main tssalso apply in the present context.
We list the most important properties:

* The TPD method automatically imputes the ‘missinggs’ for the unmatched
items?*

12 Alternatively, we could leave out the interceptiieand add a dummy variable for this item (plusret
dummy for the base period). This would not affbet tesults.

3 There is a large literature on international pdoenparisons and the associated measurement pblem
An elementary introduction can be found in Euroatad OECD (2006). For more advanced overviews,
see Diewert (1999) and Balk (2001) (2008).

% This property of ‘filling gaps’ in an incompletath set was the reason for Summers (1973) to peopos
the (multilateral) CPD method as an alternativéhi® (G)EKS method. It has been argued that another
advantage of the CPD method is the possibilitycfalculating standard errors. But the interpretatibn
these standard errors is not straightforward ifyiis scanner data, we observe the entire finifgutation

of items. For example, if all items are observed aratched, the bilateral weighted TPD index eqtiads
Tornqvist price index, which has no sampling efbat does have a standard error attached to it. This
standard error is in fact a measure of model gattrer than sampling error (unless one would béngil

to assume that the finite population is a samplmfa ‘super population’).
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* The TPD index satisfies the time reversal test.

e If all items are matched during the two time pesi@@mpared, and if the model
is estimated by OLS regression, then the bilaf€Ri index equals the Jevons
price index.

e If a WLS regression is run on the pooled data lo¢ ¢ivo) periods 0 antdwith
appropriate expenditure share weights, then thdtieg TPD index is a single
imputation Térnqvist index.

One interpretation of the TPD model is as folloiisin agreement with the time
dummy variable method, all characteristics pararsedee assumed constant over time,
then the combined effect on the price is ‘fixed® &ach item. So the TPD method can
be viewed as a variant of the time dummy methodrevheem-specific effects are
measured through dummy variables. It could evemrgeed that the TPD method is
‘better’ than the time dummy hedonic method. ThéTRethod takes into account the
combined effect of all characteristics, whereashé@onic method suffers from omitted
variables bias when some relevant price-determicimayacteristics are unobservable.
Also, because the weighted TPD method makes imphputations for the unmatched
items, the TPD index may seem preferable to themedtitem Tornqvist index.

There are a number of issues involved, howevest,Firsufficient information
on characteristics is available, the TPD methotss efficient than the time dummy
hedonic method (although with enough observatiassye have in our data set, there
will not be a problem with degrees of freedom).@et; the item-specific effects will be
inaccurately estimated in the bilateral case beraweshave only one price observation
for an unmatched item. Third, and most importariiggause these effects are measured
through dummy variables, the observed prices ofutvaatched items in the periods
they are available are equal to the predicted priBait differently, the bilateral TPD
method implicitly defines a double imputation index

The third point has an interesting implication. Stitting p? = p’ for i DU,
and p; = p/ for iOUy,, into decomposition (10), and recalling thit/ p = expd?,
the weighted bilateral TPD index turns out to beeaghted mean of the matched-item

geometric Laspeyres and Paasche price indexes:

0 t
Sm Sm

R pt Sony |0 +sl, pt Sy s +s,
R% =expd' = (—'j (—'j : (17)
e iElle pio iIJle pio
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wheres;, ands,, denote the aggregate expenditures shares of tteh@dditems in the
two periods. Ifs, >s,, (sy <S ), the weight attached to the matched-item geometric
Laspeyres index will be greater (smaller) thanwlegght attached to the matched-item
geometric Paasche index. df, = s, , then (17) reduces to the matched-item Tornqvist
index. In the unweighted case, the bilateral TP@exwould be equal to the matched-
item Jevons index. This result was derived ealieSSilver and Heravi (2005), so our
result is a generalization of theirs.

It can be seen that, conditional on the weightghiermatched items, expression
(17) is insensitive to the choice of weights foe tmmatched items. That is, due to the
least squares orthogonality property with respecthe regression residuals, the new
and disappearing items become redundant in theetalaTlPD method; essentially, they
are dropped out from the estimation, and a matdeed-index results. This method
therefore does not resolve the quality-change prabFurthermore, there seems to be
no good reason to prefer the resulting index (¥&r dhe (symmetric and superlative)

matched-item Térnqvist indéex.

6. Estimating hedonic imputation Torngvist-RYGEKS indexes

In sections 3 and 4 we discussed two variants dbthie imputation in Tornqvist price
indexes: explicit imputation, based on a log-lineadel which is estimated separately
for each time period, and implicit imputation, bésm a weighted version of the time
dummy method. In both cases, the bilateral indexespare each time periadirectly
with the base period 0. For estimating hedonic apon Torngvist RYGEKS indexes,
we need all kinds of bilateral price comparisonswdver, the general idea stays the
same, and the two methods can be easily extendstidéo comparisons.

Recall expression (5) for the GEKS price index,alhive repeat here:

]1/(T +1)

.
P(?;Ks = r(! [POt x P (18)
t=

!5 Diewert (2004) discusses the weighted bilaterahtgy-product dummy (CPD) approach in the context
of price comparisons between two countries. Hisresgion for the implicit index number formula is
essentially equivalent to our equation (17) for thtertemporal case. He notes that the index number
formula “can deal with situations where say itemhas transactions in one country but not the other”
an unmatched item in our language — and that “tloeeg of item n* will be zeroed out”.
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whereT denotes the most recent period; when using mouigaig, T will be equal to 12.
This expression holds for the hedonic imputatiom@gist price indexes as they satisfy
the time reversal test. In addition to bilateraléresP® going from 0 tat, we require
bilateral indexesP'™ going fromt to T. The construction oP" is similar to that of
P we only need to change the two periods compdEetknding this to a rolling year
framework is also straightforward. We move the 1@&ith window one month forward,
estimate GEKS price indexes again, compute thstlatenthly index change and chain
link this change to the existing series. This pdate is repeated each month.

As will be explained later, our data set does dlmwaus to estimate hedonic
models for each time period separately. This me@angare unable to apply the explicit
imputation variant but are only able to implemdm tveighted time dummy variant.
For convenience, we list the steps to be followadefstimating Imputation Térngvist
Rolling Year GEKS (ITRYGEKS) price indexes usindakeral time dummy hedonic
indexes.

We distinguish eight steps:

1. Select an appropriate set of price-determining adtaristics for the product
category in question that will be used in the logér time dummy hedonic
model®

2. Estimate bilateral time dummy models by weighteakiesquares regression
using data pertaining to the first 13 monftf@®s...12) , where the weights are
expenditure shares as defined in section 4.

3. Compute the corresponding bilateral time dummyepmclex numbers.

4. Calculate the GEKS index numbers for months, at2ording to equation
(17) using these bilateral time index numbers;itidex for period 0 is equal
to 1.

5. Repeat steps 2, 3, and 4 for the period coveringtingd,...,13

6. Compute the most recent GEKS index change by digithie index number
for month 13 by the index number for month 12.

7. Chain link the index change through multiplicatiorthe existing series.

8. Repeat steps 5, 6, and 7 for subsequent 13-montiows.

'8 For practical advice on the estimation of hedaeigression models, see IL@ al (2004), Triplett
(2006), and Destatis (2009).
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There are two issues that may need further clatiba. First, the time dummy
method assumes that the characteristics paransteinstant over time. In a rolling-
year framework, this assumption is relaxed sineeparameters are constrained to be
the same for no more than 13 months. There is @nsistency in assuming fixity of
the parameters during, say, the first 13-monthoge¢months 0,...,12) and then during
the second 13-month period (months 1,...,13) becthgesparameters relating to months
1,...,12 are allowed to take on different valueshia two 13-month windows, which is
at variance with the underlying assumption. Howetleg flexibility of the rolling year
approach is a very useful property, and it seemsstthat this type of inconsistency is
not a major problem’ Note that the rolling year approach is also fléiin the sense
that it facilitates changing the set of charactessincluded in the hedonic model when
deemed necessary or when entirely new charactsriate introduced.

Second, one may wonder why we are not using a staaghtforward approach
to estimating transitive, quality-adjusted pricderes. In particular, pooling the data of
many periods and running a time dummy regressionldvgenerate transitive indexes
because the results of a pooled regression arasiise to the choice of base period.
To mitigate the problem that the indexes will irasmgly rely on model predictions as
the number of matched items decreases over timepwle restrict the regression to 13
months and apply a rolling year procedure; this ldi@iso circumvent the problem of
revisions.

The point is that our choice for the regressiongivis that implicitly produces a
single imputation Térnqvist price index in the tweriod case cannot be extended to the
multi-period case because we would have multipleghte for the observations of the
matched items in the starting period 0. In the eirgli section 8 we will nevertheless
estimate rolling year multilateral time dummy hedoimdexes, using monthly varying
expenditure shares as regression weights, to igaésthow this easier-to-implement
method performs.

Two other important questions addressed in se&iare the following. What is
the effect of imputing the ‘missing prices’ in Tgmst-RYGEKS indexes as compared
to their matched-item counterparts? Are differenvidpict categories equally affected by
the imputations?

" Even if the ‘true’ parameter values within eachm@nth window were constant, the estimated values
for the bilateral comparisons will generally difteecause they are estimated on different data sets.
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7. New Zealand consumer electronics scanner data

Statistics New Zealand has been using scannerf@atansumer electronics products
from market research company GfK for a number dadryeto inform expenditure
weighting. This data is very close to full-coveragfethe New Zealand market, and
contains sales values and quantities aggregatgdauderly levels for combinations of
brand, model and up to 6 characteristics.

Recently a much more detailed dataset was purctasdle three years from
mid 2008 to mid 2011 for eight products: camcordelssktop computers, digital
cameras, DVD players and recorders, laptop comguteicrowave¥, televisions, and
portable media players. Monthly sales values arahtijies are disaggregated by brand,
model and around 40 characteristics.

Table 1 shows the eight products ordered by thgierditure weights. These
are the average of the monthly expenditure weigitgss the three years from mid-
2008 to mid-2011. Televisions have by far the nsagificant weight of 44%, followed
by laptop computers which have an average expeediteight of 26%. Desktop
computers have only 20% of the weight of laptop poters, at 6%.

Table 1. Average expenditure weights (%) for eachrpduct

Televisions 43.7
Laptop computers 26.0
Digital cameras 8.1
Portable media players 6.8
Desktop computers 6.0
DVD players and recorders 4.1
Microwaves 3.0
Camcorders 2.2

Figure 1 shows quantities sold of each productsactome. For confidentiality

reasons, the total quantities are scaled so thédlge media players = 1 in July 2008,

8 Microwaves are not really a ‘consumer electronipsbduct but, as a product with less rapid
technological change, they can provide a useful pgison in terms of how different price index
methods perform.
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which preserves the relative quantities betweenymts and across time. As expected,
the quantities are strongly seasonal, with sigarficDecember/Christmas peaks for
portable media players and camcorders. For tetawgsiand computers, the highest
number of sales tend to be the following monthlanuary.

Figure 1. Relative quantities sold of each product

35

e C &MY COTAE TS e sktop computers e Dipital cameras
e O D playe rs and recorders ==| aptop computers = N iC rOWEVES
"""""" Televisions == Partable media players

Also for confidentiality reasons, any brand whergrale retailer has a share of
more than 95% of total sales for the month is renamed to ‘tradet)’ in GfK’s output
system; similarly at the model level when a singtiler accounts for more than 80%
of the sales of that mod®&l.

We define an ‘item’ as a unique combination of lbramodel and the full set of
characteristice available in the data. This can be seen as equivad the ‘barcode’

¥ For all the products looked at in this paper exceigrowaves, which has a threshold of 99%.

? 1deally we would hope to find a way to protect fidentiality without this aggregation to ‘tradebrkn
if we were to adopt scanner data in production.

2! Appendix 3 shows the set of characteristics useedch of the eight products.
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because it corresponds to the full level of degailcharacteristics of the products. Note
that the data is aggregated across outlets. The&sassociated with particular outlets
can be viewed as part of the total quality of adpid, so any change in the composition
of the sample in terms of outlets should ideallycbatrolled for. We are not able to do
this.

A key feature of scanner data is that it reflebis high level of ‘churn’ in the
specific items available and being sold from matethmonth. That is, there are many
new specifications of the product becoming avadablthe market and, conversely, old
specifications dropping out of the market as thegdme obsolete.

Figure 2 shows, for each of our eight products, nbhenber of distinct items
available over the three year period, alongsidggreentage of items matched to those
available at the start and end of the three-yeaogeFor each product, ‘all items’
shows the number of distinct items being sold inhemonth. For example, in July
2008, there are over 200 different specificatiohsetevisions being sold, while there
are only around 70 different specifications of deplkcomputers being sold.

Figure 2. Total and matched items mid-2008 to midL1
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Laptop computers

Microwaves
250 100
200 v—/\—w‘\h‘\ 80 ‘W__-_ A"‘
150 \ — T —— 60 L#%A&AA_
0 \ - * \”"""._\’;,\/\
50 \ 20
] [}
2228888883933333313 2228888883933337377
3 5 858 58 F3 5 8585 F 3 S 58 8 R I 558 58 3% 3 8585 F 35 5585 &
w o= - = = w o= - E = w o=z - E = w o= - = = w o= - E = w o= - E =
=gl tems ====matched to July 2008 matched to June 2011 gl tems =====matched to July 2008 === matched to June 2011
Televisions Portable media players
250 120
200 NQMVAV‘V\_ M / - 100 \/‘V\,_\M
80
150 - —wd S \_\_\ v\
\ 60
100 - \\ \v\—__/'\_\
\\ 40 \\ e
? = 20 —_—
0 V]
gggg%ggggaaaaaa::: 2282822223239 38 824943
3 22 £ F 25 L f S EET 22 E R 5 &4 & Cc 5 =5 &4 2 C 5 > 5 &4 2 oC 5 =
S g2 E2ETE2EZ2ECE 2Rz E =328z~ 328 =z2°-22E833Z
m——gll tems ==matched to July 2008 matched to June 2011 gl tems ====matched to July 2008 matched to June 2011

For most of the products, the number of items bewid is gradually decreasing
over the three year period. It is not clear whethéer is a real-world effect or whether it
is a consequence of the tradebrand aggregatiomap®rconcentration of particular
brands or models being sold by a particular retaslencreasing over time. While this
requires further investigation, for the main pugaos this paper — comparing different
methodologies on the same set of scanner datseeris unlikely to be an issue.

‘Matched to July 2008’ shows, for each product, tlhenber of distinct items
sold in each month that were also being sold atstag of the three year period, and
similarly ‘Matched to June 2011’ shows the numidedistinct items sold in each month
that are also being sold in the final month of tiimee year period. For high technology
products, such as desktop and laptop computersathe of new and disappearing items

are very high while for low-technology products Isuas microwaves, the churn is far
less.

Figure 3 allows us to more easily compare attritrates across different
products by showing the percentage of July 2008ststill being sold for all products
on one graph. This emphasises that computers — degktops and laptops — have
significantly higher attrition rates than the otipeoducts.
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Figure 3. Percentage of July 2008 items available
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8. Empirical evidence

Sections 3-5 provide the theoretical basis for Itapon Tornqvist RYGEKS indexes
based on three different imputation approache®-exiplicit hedonic, the weighted time
dummy hedonic and the weighted time-product dumppy@ach.

Explicit hedonic imputation cannot be applied i ttase of scanner data with
predominantly categorical characteristitsyhich can have new categories appearing or
disappearing. This is because no prediction cambde for the new category of a
categorical variable using only data from the périn which it does not exiét.
However, the time dummy hedonic method bases thdigiton on the main effects
estimated for all the characteristics in the poalath from both periods relevant to the

bilateral index being estimated.

2 Such as this GfK consumer electronics scanner where, in fact, we treat even the few numeric
characteristics as categorical — see Appendix 4rioexplanation of the approach taken to the regnes
modeling, and summaries of the adjusted R-squares.

% Unlike new or disappearing items defined in tewhgither new values of numeric variables, or new
combinations of existing categories of categon@alables (or a combination of both).
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Section 5 explains why implicit imputation via thveeighted time-product
dummy method is very similar to not imputing atfall new and disappearing items and
is therefore very close to the RYGEKS index. Anffadence between the two reflects
the changing expenditure share of matched itemghw reflected in the weights used
for the time-product dummy regression modelling ittt the RYGEKS.

We focus, therefore, on the weighted time dummyohedmethod, which we
will refer to as the ITRYGEKS(TD). We produced ITRBEKS(TD) indexes for each of
the eight consumer electronics products, using-an@fth rolling window. These are
compared below, in figures 5 to 12, to indexegwied by a range of other methods:

* RYGEKS - a rolling year GEKS index based on bilatematched-item

Tornqvist indexes, with a 13-month rolling window;

e RYTD - a pooled time dummy hedonic index with mdyntexpenditure

share weights and a 13-month rolling window;

* ITRYGEKS(TPD) - the ITRYGEKS with implicit imputain based on the

weighted time-product dummy method;

e RYTPD - a pooled time-product dummy index with nfdntexpenditure

share weights and a 13-month rolling window;

e The monthly chained Térngvist.

We also include a unit value index, calculatedhastbtal expenditure divided by
the total quantity sold, for each product. Thisegiwis an index of the prices unadjusted
for quality change which, in comparison to the guadjusted methods, enables us to
see how quality is changing over time. It also hgitis seasonal patterns in the average
price?*

Chain drift in the monthly chained Térnqvist

Recent research on supermarket scanner data —idy&iewert and Fox (2011), de
Haan and van der Grient (2011) — shows that hightfency chained superlative
indexes can have significant, and usually downwelndjn drift. In figure 4 we test this
for the case of consumer electronics data by comgpdne monthly chained Térnqvist
to the RYGEKS which is, by definition, free of chairift.

24 For example, note the strong seasonal dips inrdigliin the average price for digital cameras
corresponding to cheaper cameras being sold oeeCtiristmas period. See Krsinich (2012) for more
analysis of unadjusted prices and quantities mdhta.
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t and unit valueindexes
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Over the three year period the monthly-chained d@st decreases faster than
the RYGEKS for all products except portable medi@ygrs. We would expect the
RYGEKS and the monthly chained Tornqvist to suffenilarly from any bias due to
neglecting the price movements of new and disappgpdatems — i.e. bias due to
incorporating only matched items into the estimatioso it appears that the difference
between the monthly chained Tornqvist and the RYGHEK evidence of downwards
chain drift in the monthly chained Tornqvist for st@f these products.

Given the seasonal pattern in total quantities shdwy figure 1 and the
seasonality of average prices at the product levelwould expect to see some chain
drift. It is reasonable to expect that, at paracideasons (such as Christmas) or during
sales, consumers are more likely to buy particotaducts, or particular specifications
of given products. However, consumers do not tenstackpile, say, televisions during
sales in the way they stockpile bottles of softklror rolls of toilet paper. Therefore it
seems reasonable that the chain drift we find émsaomer electronics is less significant
than the chain drift for supermarket products regmbby others.

Quality change bias in the RYGEKS

The ITRYGEKS(TD) adjusts for quality change asstxawith new and disappearing
items by imputing their price movements based e tlummy hedonic models. Figure
5 compares this benchmark index with the RYGEKSdeatermine whether there is
quality change bias in the RYGEKS for high-techigglagoods such as consumer
electronics. We also include results for the easiemplement RYTD.

As shown in figure 5, there is a significant upwapahlity-change bias in the
RYGEKS for computers (both desktops and laptopsd) @ortable media players. To a
lesser extent, there is upward quality-change fiagamcorders and televisions. For
both microwaves and, surprisingly, digital cametfasre is no evidence of quality-
change bias in the RYGEKS. The results for DVD ptayand recorders are interesting
— for this product the RYGEKS appears to be biakegnwards, which would indicate
a net qualitydecreasedue to new and disappearing items. This requitgthdr
investigation.
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Figure 5. RYGEKS, ITRYGEKS(TD) and RYTD
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The easier-to-implement RYTD method gives very Emiresults to the
ITRYGEKS(TD) for computers (both desktops and Iggdo For the other products the
results are mixed. RYTD gives similar results ttRMGEKS(TD) for camcorders and
televisions, and sits between the RYGEKS and ITRKGE@D) for portable media
players. For DVD players and recorders the RYTualty appears to suffer from the
same level of quality-change bias as the RYGEK&ugh it is less volatile. For digital
cameras, the RYTD sits below both the RYGEKS arel ITRYGEKS(TD), which
perhaps suggests that the quality effect of chanatics is changing at a faster rate than
the 13-month pooling window of the RYTD can reflektross all the products, though,
the RYTD is closer to the ITRYGEKS(TD) than the REKS is.

When there are no characteristics available

In the absence of any, or sufficient, informationauality characteristics in the d&ta
it is not possible to apply either the ITRYGEKS(TBY) the RYTD. The RYGEKS,
ITRYGEKS(TPD) and the RYTPD can all be appliedhistsituation by using the item
identifier itself as the ‘characteristic’ being ¢ailed for in the regression models. In
section 5 we explained that the ITRYGEKS(TPD) dffedy does no imputation for
new and disappearing items and will therefore gireually the same result as the
RYGEKS - any differences will be due to changegsha expenditure share of the
matched items over time. Figure 6 compares both B¥GEKS and the
ITRYGEKS(TPD) to the benchmark ITRYGEKS(TD).

Silver and Heravi (2005) mention that the equinaéof the TPD method in the
two-period case to a matched-item index does noy caver to the case where there are
more than two periods, but “it can be seen thahenmany-period case, the .... [TPD]
measures of price change will have a tendency ltowathe chained matched-model
results.” In a preliminary version of their 2011ppa, Ivancic, Diewert and Fox (2009)
compared matched-item Fisher-GEKS and expenditumessveighted multilateral TPD
indexes and found that these were very similarw®&owould expect a rolling year
version of expenditure-share weighted TPD — i.e.RWTPD, which is also included in

figure 6 — to also give similar results to the RYWGE

% This will generally be the case with supermarkeinser data, which may separately include one or tw
important characteristics, such as weight, butwbich most descriptions of the item (i.e. the bdeo
will be stored in free-text fields. While there mag potential for parsing characteristics from ¢hiéslds,

it is likely to be resource-intensive and prodymtefic.
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Figure 6. RYGEKS, ITRYGEKS(TD), ITRYGEKS(TPD) and R YTPD
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As expected, the RYGEKS and the ITRYGEKS(TPD) agy/\similar, with the
exception of portable media playéPBut, to our surprise, the RYTPD generally sits in
between the RYGEKS and the ITRYGEKS(TD). This ssggé¢hat the RYTPD is less
biased by the quality change due to new and disappeitems than the RYGEKS is.
This calls for further research.

Volatility

For each product and method we calculated a vityatileasure, which we define as the
average of the absolute monthly percentage chafdes.is shown below in figure 7.

As we would expect, the index from the unit valsisignificantly more volatile than the

indexes produced using the other methods, for noérnlge products. In particular this
is the case for digital cameras and portable meldigers which, as shown in figures 1
and 4, have strong seasonality in their quantdad and average prices.

Figure 7. Volatility of each method
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% portable media players is often an exception ® htterns we see between these methods. This
requires further research but is likely to be aseguence of some very dominant items and/or sudden
shifts in expenditure weights. Perhaps, for podalvledia players, we are approaching some of the
extreme situations simulated by Ribe (2012) whieeeRYGEKS (and presumably, but perhaps to a lesser
extent, the ITRYGEKS) start to exhibit perversedabr.
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The ITRYGEKS(TD) and RYTD tend to be the least titdaof the methods
except for televisions — where the ITRYGEKS(TPD)tle least volatile and the
RYGEKS’ volatility lies between ITRYGEKS(TD) and RYD; camcorders — where the
ITRYGEKS(TPD)'s volatility lies between that of thERYGEKS(TD) and the RYTD;
and desktop computers — where the volatility of R¥TPD and the monthly chained
Tornqvist lie between that of the RYTD and the ITREYKS(TD).

Aggregation across products

The different methods for calculating price indekesn the scanner data can give quite
different results at the product level. To see lbase aggregate up the CPI hierarchy
we created a quasi ‘consumer electronics’ aggreghtbe eight products, using the
monthly expenditures from the GfK data to weighgethef’ the individual products’
price indexes for each of the methods compared i§lshown below in figure 8.

Another important question is how a traditional G®mpares to our results
from scanner data at the aggregate consumer aleddrievel. We therefore include in
the comparison (using the same weighting as foisttamner data-derived indexes) the
price changes for the corresponding products flioenNew Zealand Consumers Prices
Index?®

Figure 8 shows that, at this aggregate level, tgremgation of existing New
Zealand CPI product-level indexes gives a resait igh very similar to the RYGEKS.
While these matched-item methdlslo not adjust for the quality change associated
with new and disappearing items, they do adjustclunges in quality mix of the
matched items. This component of the quality charsgshown in the difference
between the unit value index and the RYGEKS, whidficates that, as we would
expect, the quality mix of matched items is impngyvover time.

2" Using upper level Térnqvist aggregation. Note fixing the expenditure shares as at the starhef t
three-year period — i.e. a Laspeyres-type appreacide virtually no difference. So there is no euitk
of substitution bias across these products.

%8 Note that the New Zealand CPI is quarterly. Thiekes shown in figure 9 are rebased to August 2008,
i.e. the middle of the third quarter.

29 And also the ITRYGEKS(TPD) which, as we have shearlier, is equivalent to the RYGEKS except
for changes in the expenditure weight of the matdtemms.

% The existing New Zealand CPI is approximately acmed-item approach in terms of what operational
practice is trying to achieve with replacementtefris and manual quality adjustment.
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Figure 8. Products aggregated to ‘consumer electracs’ for each method
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The difference between the RYGEKS

and the benchni@iRY GEKS(TD)

shows that, at this aggregate level, the introdacand disappearance of items are

resulting in a further net quality improvement owene (and therefore a quality-
adjusted price decrease).

Surprisingly, the monthly chained Toérngvist index very close to our
benchmark ITRYGEKS(TD) index. It appears that thestty downward chain drift is
cancelling out against the upwards bias due toityusttange of new and disappearing

items. We have seen evidence of chain drift afptioeluct level, and we know that the

monthly chained Tdrngvist will suffer from any qialchange bias due to new and

disappearing items, so this result at the aggrelgatd should be seen as coincidental

However it would be interesting to see whetherdhes biases cancel out so neatly for
other product groups.

upwards.

31 Except for portable media players, for which thein drift of the monthly chained Térnqvist is
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Difference from the ITRYGEKS(TD) benchmark

In the theoretical section we established why TRYYGEKS(TD) can be considered a
benchmark index against which other methods canobepared: easier-to-implement
methods such as the RYTD; methods not requiringacteristics such as the RYGEKS
or the RYTPD; or more familiar methods such as rtienthly chained Térngvist. In
figure 9 we show the full set of index methods ennis of how they differ from the
ITRYGEKS(TD)?

The results shown in figure 9 differ across produthough there are some
general tendencies: the RYGEKS and ITRYGEKS(TPDYl t® sit furthest away from
the ITRYGEKS(TD) in an upwards direction while tRYTD tends to sit near the
bottom of the group though not necessarily theadbso the ITRYGEKS(TD). At the
product level, the following observations can belma

* At the end of the three year period, the RYTD igsekt to the benchmark
ITRYGEKS(TD) for computers (both desktops and lagdoand portable media
players. For microwaves, it is closest over thee&ryperiod, though by the end
the RYGEKS and ITRYGEKS(TPD) are equally close.

 The RYGEKS and the ITRYGEKS(TPD) are closest tolTieYGEKS(TD) for
digital cameras while the ITRYGEKS(TPD) is closést DVD players and
recorders.

* For camcorders, the chained Tdrnqvist is closeshdéol TRYGEKS(TD) at the
end of the period, though note that its differeiscgery volatile over the three
years.

» For televisions (the most highly weighted of thpseducts — refer to table 1) the
RYTPD is the closest to the ITRYGEKS(TD) both dgriand at the end, of the
three year period.

% We take the difference between each different xndad the ITRYGEKS(TD), divided by the
ITRYGEKS(TD) to standardize the comparison.
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Figure 9. Comparison of all other methods to ITRYGEKS(TD)
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We summarise the information in figure 9 to an fage difference from
ITRYGEKS(TD)' by taking the geometric mean of thiesalute of the (standardised)
differences between each index and the ITRYGEKS(TBjs is shown below in figure
10.

Figure 10. Average difference from ITRYGEKS(TD) for each method
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Across the eight products, RYTD can argudbhe said to perform the best. As
we might expect, the RYGEKS performs least welltfa highest technology products,
desktop and laptop computers, and for portable anpthyers, which have volatile
expenditure shares of matched iteths.

The RYTPD performs better than the RYGEKS for abducts except digital
cameras, DVD players and microwaves. It performgiqudarly well for televisions.
The monthly chained Térnqvist also performs welt felevisions. Given that the
difference between the RYGEKS and the ITRYGEKS(T@)televisions indicates that
there is quality-change bias due to new and disappe items (which should exist
similarly for the matched-item chained monthly T@vist), this suggests that chain drift
and new goods bias are cancelling out to a cegsiant at this product level in the

% If we consider the products to be of equal weiglthis assessment.

3 As shown in figure 7 by the large difference betw@®YGEKS and ITRYGEKS(TPD).
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monthly chained Tornqvist, and given the very hependiture weight of televisions
this is likely to be driving the cancelling out @te aggregate level shown earlier in
figure 8.

9. Conclusions

The Imputation Térngvist (IT) RYGEKS method expligior implicitly imputes price
movements for new and disappearing items basedegression models. The paper
outlines three variants of the ITRYGEKS: explicedonic imputation, and implicit
imputation via either a weighted time dummy hedomethod or a weighted time-
product dummy method. We explain why, for the maicttegorical characteristics in
the consumer electronics scanner data, the use dinhe dummy hedonic method — the
ITRYGEKS(TD) — is the appropriate method to estienailly quality-adjusted price
indexes.

We confirm that the monthly chained Tdrnqvist ist @oviable method for
consumer electronics, as it has downward chaindrifmost of the products examined,
with the exception of microwaves and portable metagers.

The RYGEKS shows evidence of quality-change biagrwbompared to the
benchmark ITRYGEKS(TD), particularly for computers.

The easier-to-implement RYTD gives similar restittshe ITRYGEKS(TD), in
particular for computers. Portable media playees ar exception to this, presumably
because the 13 month windows of the RYTD smoothtloeiteffect of volatility in the
expenditure shares of matched items for this protuc

In some cases, such as supermarket data, therbeMiédw or no characteristics
available and so neither the ITRYGEKS(TD) nor théTI®, which are both based on
time dummy hedonic models, will be feasible. Owules suggest that in this situation
the RYTPD does some adjustment for quality chamgkisi therefore preferable to the
RYGEKS. Further empirical and theoretical workaguired to fully understand this.

Aggregation of the eight products using their ieaexpenditure weights shows
that the current New Zealand Consumers Price Igiles results that are very similar

% Though, arguably, this might be seen as a desiretidracteristic of the RYTD in the case of votatil
expenditure shares.
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to the matched-item RYGEKS. The RYTD and the monttilained Torngvist both
track the benchmark ITRYGEKS(TD) closely but in ttese of the monthly chained
Tornquist this appears to be a coincidental camgelbut of biases in two opposite
directions — chain drift and quality-change bia®rtelevisions, which have by far the
most significant weight of all the eight products.

Further work is required in two areas. First, tiRYGEKS approach with
explicit imputation should be empirically testedtiwiscanner data that has numeric
characteristics and/or categorical characteristtb®re no new categories appear or
disappear over the period investigated. Secondjre@pand theoretical investigation
into the differences between the ITRYGEKS(TD) and RYTPD can clarify whether
the latter is an effective method in situations kehiere is likely to be quality change
due to new and disappearing items but where ntittle) information on characteristics
Is present in the data.

Appendix 1: Derivation of decomposition (10)

In this appendix we derive decomposition (10) @& $imgle imputation Tornqvist index
(9). For convenience we write the index as

P\ (Y 1 () A ()]
=) 0 G s | ~)
o iulj!t P’ iﬂljlt P’ iELl;lm P’ iU (o) P

where p° and pf are the imputed prices in periods 0 anénd s’ and s are the
expenditure shares (with respect to the total 6@&ems in periods 0 ant). As in the
main text, we will denote the expenditure shareh wéspect to the s&t® of matched
items in periods 0 anidby s, and sy, ; Sp andsy, are the expenditure shares of
i with respect to the set$p , andU,, of disappearing and new items;,,, and sy,
are the period 0 andaggregate expenditure shares of the disappeaneshgew items;
s, ands,, are the period 0 and periochggregate expenditure shares of the matched
items.

Since s = 5,5y ands' =sj,s, foriOU®, s’ =5}, s5, foriOUg,, and
S = S (o Sn( for i OUy . equation (A.1) can be written as
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which is equation (18) in the main text.

Appendix 2: Derivation of equation (14)

Following de Haan (2004), in this appendix we dergxpression (14) for the bilateral
time dummy hedonic index. Because an intercept isrmcluded in model (13), the
weighted sum of the regression residuglls In(p;) —=In(p;) =In(p; / p{ is gqual to O

in each period, hence

£\
Cwtin(pt/pY) =i 11 2| |=o0: t=0..T, (A4
ZI[U I (pl pl ) lll;l( f:\)lt j ] ( )
where w denotes the weight for iteimin periodt in a WLS regression. If we separate

the base period 0 from the comparison peripdise second expression of (A.4) can be

written as
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Exponentiating (A.5) yields the following relation:

rlj(g_'zjvvl :l_l(g—':jvvl =1; t=1...T. (A.6)

Next, we rewrite (A.6) as

iuljll(g_:zj i iﬂlgm (g_:zj i :iuljl‘(g_::j iiml_‘N!O) (g_::j i(: Y (A7)

where, as beford)® denotes the set of matched items (with respepetiods 0 and),
Up is the set of disappearing items, dnf,, is the set of new items.

We now assume that the regression weights for thiehad items are the same
in periods 0 and, i.e., w’ =w' =w” for i OU . In that case, multiplying the right and
left hand side of equation (A.7) kﬂimm(ﬁi‘ / pio)wim gives

iElle( f)ioj iDE!t)(ﬁio iﬂm‘ P i[u|_1N|(O) pi . (A-8)

Multiplying both sides of (A.8) bﬂmo (p'/ piO)W'0 yields
1V (1)

iuljl( ﬁioj iDE!t)(ﬁio iﬂm‘ p i[LlJ_Bl(t) P’ imer(o) pr) (A-9)

Next, multiplying both sides of (A.9) bﬂw (p'/p°)" gives
LU (0)
t

iuljl( ﬁioj iulJ_Bl(t)(ﬁio iml_‘Nl(o) p’ iﬂm‘ p’ iulglm p’ iU (o) p’) (A-10)

Using p' / p? = expd' for alli, equation (A.10) can be written as

R w°‘+w‘[’,(t)+w‘N(0) _ i.t w f)_lt w ﬁ w
o3 ] _iﬂt( p?J ] (pPJ A (ﬁf’j ' ALY

i )
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ot Ot 0 —_ 0 t — t
wherew® =" W™, wg, —zimg(t)wi and wy -mewi . It follows that
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Appendix 3: Characteristics available for each prodct

(A.12)

Camcorders
Characteristic

16:9 REC#FORMAT
3 CHIP

BRAND

CF CARD
CHIPTYPE

DIGITAL INDEX
DIGITAL INPUT
DSC CAMC RES#
HANDHELD POSIT#
HD Formats

HDD CAPACITY
HDMI

IEEE-1394

IMAGE STABIL#
IMAGE STABILIZ#
LCD SCREEN SIZE
MEMORY CAPACITY
MEMORY CARD
MEMORY STICK
MODEL

MPEG STANDARD
MULTIMEDIA CARD
OPTICAL ZOOM
OUTDOOR FUNCTIO
P2

PIXEL TOTAL
RESOLUTION

SD CARD

SD Format

SD/HD Format
SMART MEDIA
TOUCHSCREEN
TYPE

Type Memory Cards
USB CONNECTION
VIDEO FORMAT
VIDEOTO MC
VIEWFINDER
WEIGHT IN GRAM
WIRELESS INTERF
XD-PICTURE CARD

Levels

N

Desktop computers
Characteristic

3D

APPLE OS
ASPECT RATIO
BLUETOOTH
BRAND
BRIGHTNESS
CHIPSET BRAND
CHIPSET TYPE
CSP-MHZ

DEPTH IN CM
DESIGN

DVD WRITER

GPU BRAND

GPU MODEL
HEIGHT IN CM

LED

MC-EDITION
MEMORY TECHNO
MICROSOFT OS
MODEL

NUMBER OF CORES
OFFICE SUITE
ONBOARD GRAPHIC
PLATFORM
PROCESSOR
PROCESSOR NUMBE
RAM-MB
REMOTE-CONTROL
SCREEN SIZE
SECURITY SW
SIZE/INCH
STORAGE CAPAC#
TV OUT
VIDEOCARD

Vision

V-RAM

WEIGHT IN KG

Digital Cameras
Characteristic

ANZ CAMERA TYPE
AUTOFOCUS
AVCHD / LITE
BATTERY TYPE
BAYONET MOUNT
BLUETOOTH
BRAND

BRIDGE CAMERA
CHIPTYPE
COMPACT FLASH
DEPTH IN MM
DIGITAL ZOOM
DISPL#RES# PIX#
DSC CAMC RES#
DUAL CAM
EFFECTIVE PIXEL
FACE DETECTION
FOLDABLE LCD
FRAMES PER SEC
GPS

HDMI PORT
HEIGHT IN MM
IMAGE STABIL#
INNER ZOOM

KID CAMERA

LCD MONITOR SIZ
LIVE VIEW
MAXVIDEO HT RE
MAXVIDEO WIRE
MAX# 1ISO SENSIT
MEMORY TYPE
MICRO DRIVE
MODEL

Multiple Slots
OPTICAL ZOOM
OUTDOOR FUNCTIO
PHOTOS PER SEC#
PICTBRIDGE

Levels

182

211

16

55

DVD players and recorders

Characteristic

1080P UPSCALING
3D CONVERSION
APP STORE(IPTV)
BD LIVE

BRAND

CF CARD
COMMON INTER CI
CONSUMP STANDBY
CONSUMPTION W
DIVX

DLNA

DTS DECODER
DVB-T

DVD AUDIO

DVD Categories
DVD REC# FORMAT
EPG

GOOGLE TV

HDD CAPACITY
HDMI

HDTV

LAYER

LCD SCREEN SIZE
MEDIAPLAYER
MEMORY CARD
MEMORY STICK
MODEL

MP3 ENCODING
MP3 PLAYBACK
MPEG-4 RECORD#
NO# OF DISC

PC STREAMING
REAL DOLBY DEC#
SD CARD

SUPER AUDIO CD
USB RECORDING
WEB CONTENT ACC
WIRELESS INTERF

Lewels
3
2
3
2

13

w

105

WWWwWwwWwo wwhNhwN
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Laptop computers Microwaves Televisions Portable media players
Characteristic Lewels |Characteristic Lewels [Characteristic Lewels Characteristic Lewels
3G/BB BUNDLE 2 ARTICLE FLAG 3 3D 2 AIRPLAY 2
APPLE OS 4 BRAND 14 3D CONVERSION 2 BLUETOOTH 3
ASPECT RATIO 4 CAVITY MATERIAL 6 BRAND 14 BRAND 13
BLUETOOTH 3 CONSTR#2 2 BRIGHTNESS 20 BUILT IN CAMERA 3
BRAND 13 CONSTRUCTION 3 CONSUMP STANDBY 28 CE FUSION REPORTIN! 5
BRIGHTNESS 3 COOKING PLATE 4 CONSUMPTION W 128 CF CARD 3
CE FUSION REPORTII 2 COOKINGFUNCTION 4 CONTRAST RATIO 50 COLOUR DISPLAY 2
CENTRINO 2 DEPTH IN CM 34 DISPLAY HD DC 3 DAB 2
CHIPSET BRAND 5 DETAILED MAIN TYPES7 DIVX 3 Dictation Machine total 2
CHIPSET TYPE 52 DIGITAL CLOCK 4 DLNA 3 DIGITAL SPEECH 2
DVD WRITER 4 DOOR OPENING S# 4 DVB-C 3 DIGITAL SYSTEM 2
FINGERPRINT-ID 2 DOOR TYPE 3 DVB-S 2 DISPLAY-TECHNO 6
FORM FACTOR 7 FRONT DECORAT# 8 DVB-T 3 DIVX 3
GPU BRAND 3 GROUPS AFFILIATION 7 DVD PLAYER/REC# 2 DRM 5
GPU MODEL 88 HEIGHT 40 ENERGY STAR AU# 11 GAMING 3
HARD DRIVE TYPE 2 HUMIDITY SENSOR 3 FRAME REFRESH 9 H264 PLAYBACK 3
HEIGHT IN CM 116 INFRARED SENSOR 3 FREQUENCY 4 MEMORY CARD 3
HYPER THREADING 2 INVERTER 3 HD READY 3 MEMORY STICK 2
LED 2 KEYFEATURES 3 HD Types 3 MODEL 75
LED TECHNOLOGY 2 LIMIT_HOURS 3 HDD CAPACITY 3 MODELTEXT 209
MC-EDITION 2 LIMIT_MINUTES 5 ISDB-T 3 MP3 ENCODING 3
MEMORY TECHNO 3 MAIN TYPES - IL- 4 LED TECHNOLOGY 4 MPEG 2 3
MICROSOFT OS 15 MODEL 88 MEDIAPLAYER 4 MPEG 4 3
MODEL 278 MODELTEXT 187 MODEL 245 MULTIMEDIA CARD 3
Next Gen Core 25 NUMBER OF TRAYS 3 NO OF HDMI 6 OPERATING SYST# 4
OFFICE SUITE 5 POWERSTEPS 10 PC STREAMING 4 PC CONNECTION 3
ONBOARD GRAPHIC 3 PROGRAMMER 4 REFLECTION ANGL 12 PHOTO VIEWER 2
PROCESSOR NUMBE 124 QUARTZ GRILL 4 RESOLUTION HIG# 9 RADIO BUILT-IN 2
REMOTE-CONTROL 2 SKEWER 3 RESOLUTION WID# 11 SD CARD 3
SCREEN SIZE 5 STEAM FUNCT#INT 4 RESPONSE TIME 18 SIZE/INCH 21
TRUE RESOLUTION 11 THERMO SENSOR 4 SCREEN FORMAT 3 STOR# CAPACITY 20
TV CARD 3 TIME CONTROL 3 SD CARD 3 TOUCHSCREEN 3
TV OUT 2 TOUCH CONTROL 3 SIZE/CM 38 TV OUT 3
USB PORTS 5 TURNTABLE 3 SIZE/INCH 26 VIDEORECORD 3
V-RAM 7 TYPE OF MICROW# 6 TELE-TEXT 3 WEIGHT IN GRAM 70
WIMAX 2 VOLUME LTRS 20 UsB 3 XHTML BROWSER 3
WIRELESS LAN 2 WATTAGE 11 USB RECORDING 3

WEIGHT SENSOR 3 WIFI 4

WIDTH IN CM 42

WITH FAN/CONVEC 2

WITH GRILL 2

WITH TOP/BOTTOM 2

YEAR OF INTRO 6

Appendix 4: Regression modelling

The approach taken to the modelling of time dumragldmic models — on both the
bilateral pooled data for the ITRYGEKS(TD) and tla#ling 13-month windows of
pooled data for the RYTD — was to include all tharacteristics we had available in the
data. We are ultimately interested in methods that be incorporated into production
with as little manual intervention as possitfle.

% This goes in particular for Statistics New Zealantere the plan is to put scanner data into prioiuc
for the Consumers Price Index for consumer eleatspmnd then supermarkets, in the near future.
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All the characteristics, including the few numest@aracteristics were modelled as
categorical, so we are not imposing any paramgiria on the numeric characteristics.
Given the quantity of data, we do not need to wabgut degrees of freedom.

Table 2 below summarises the adjusted R-squarethéoregression models.
Note that, because we are using monthly averagpsaaas (unit values), the R-squares
are significantly higher than if we were applyirtgetsame models to the underlying
prices. What this means is that it is not vali¢dmpare these fit estimates to models on
actual prices or higher-frequency averages, fomgsa weekly averages.

Table 2. Averagé® adjusted R-squares

ITRYGEKS(TD) | RYTD RYTPD
Camcorders 0.970 0.972 0.933
Desktop computers 0.979 0.983 0.969
Digital cameras 0.983 0.988 0.974
DVD players and recorders| 0.973 0.977 0.980
Laptop computers 0.980 0.980 0.950
Microwaves 0.982 0.987 0.980
Televisions 0.988 0.989 0.979
Portable media players 0.988 0.991 0.990

3" We do not include results for the ITRYGEKS(TPD)aese the relative goodness of fit compared to
the ITRYGEKS(TD) can be approximately inferred nmgparing the RYTD and the RYTPD, and also
because it is not a viable method for quality atilpgsthis data.

% The ITRYGEKS(TD) incorporates 630 regressionseach product, corresponding to all the distinct
pairs of months within the three year period. Tdlég year methods — both the RYTD and the RYTPD
— are each based on 24 regressions for each prochreesponding to each of the 13-month rolling
windows over the three year period.

41



References

Aizcorbe, A., C. Corrado and M. Doms (2003), Whem Ndatched-Model and Hedonic
Techniques Yield Similar Price Measures?, Workirgd? no. 2003-14, Federal
Reserve Bank of San Francisco.

Balk, B.M. (1981), A Simple Method for ConstructirRrice Indices for Seasonal
Commodities Statistische Heftg2, 1-8.

Balk, B.M. (2001), Aggregation Methods in Intermaital Comparisons: What Have We
Learned? ERIM Report, Erasmus Research Institut®afagement, Erasmus
University Rotterdam.

Balk, B.M. (1981), A Simple Method for ConstructirRrice Indices for Seasonal
Commodities Statistische Heft@2, 1-8.

Caves, D.W., L.R. Christensen and W.E. Diewert Q)9&ultilateral Comparisons of

Output, Input and Productivity Using Superlativeld®m NumbersThe Economic
Journal92, 73-86.

Destatis (2009)Handbook on the Application of Quality Adjustmergtivbds in the
Harmonised Index of Consumer Pricé&tatistics and Science, Vol. 13. Federal
Statistical Office of Germany, Wiesbaden.

Diewert, W.E. (1999), Axiomatic and Economic Apprbas to International
Comparisons, pp. 13-87 in A. Heston and R.E. Lip&sis.),International and
Interarea Comparisons of Income, Output and Pricggidies in Income and
wealth, Vol. 61. University of Chicago Press, Chgca

Diewert, W.E. (2003), Hedonic Regressions: A Revi@wSome Unresolved Issues,
Paper presented at the Seventh Meeting of thenliienal Working Group on
Price Indices (Ottawa Group), 27-29 May 20DBSEE, Paris.

Diewert, W.E. (2004), On the Stochastic Approachiittking the Regions in the ICP,
Discussion Paper no. 04-16, Department of Econgriliee University of British
Columbia, Vancouver, Canada.

Diewert, W.E., S. Heravi and M. Silver (2009), Haoo Imputation versus Time
Dummy Hedonic Indexes, pp. 87-116 in W.E. Diewert,Greenlees and C.
Hulten (eds.),Price Index Concepts and MesuremeStudies in Income and
Wealth, Vol. 70. University of Chicago Press, Clgca

Eltetd, O. and P. Kéves (1964), On a Problem o&xnbNumber Computation Relating
to International ComparisonStatisztikai Szemi2, 507-518 (in Hungarian).

Eurostat and OECD (2006)Methodological manual on PPPsAvailable at
www.oecd.org/std/pricesandpurchasingpowerparitipspp

42



Feenstra, R.C. and M.D. Shapiro (2003), High FragyeSubstitution and the
Measurement of Price Indexes, pp. 123-146 in R&enBtra and M.D. Shapiro
(eds.),Scanner Data and Price Indexe&Studies in Income and Wealth, Vol. 61.
University of Chicago Press, Chicago.

Gini, C. (1931), On the Circular Test of Index NueryMetron9, 3-24.

Greenlees, J. and R. McClelland (2010), Superlaivé Regression-Based Consumer
Price Indexes for Apparel Using U.S. Scanner D&aper presented at the
Conference of the International Association for &ash in Income and Wealth,
St. Gallen, Switzerland, August 27, 2010.

van der Grient, H.A. and J. de Haan (2010), The afsseupermarket Scanner Data in
the Dutch CPI, Paper presented at the Joint ECE¥Nlddkshop on Scanner Data,
10 May 2010, Geneva. Available at www.cbs.nl.

van der Grient, H.A. and J. de Haan (2011), Scabata Price Indexes: The 'Dutch
Method’ versus RYGEKS, Paper presented at the Thwvdlleeting of the
International Working Group on Price Indices (Ota@roup), 4-6 May 2011,
Wellington, New Zealand.

de Haan, J. (2004), The Time Dummy Index as a 8pd&tase of the Imputation
Torngvist Index, Paper presented at the Eighth Megeof the International
Working Group on Price Indices (Ottawa Group), Z3August 2004, Helsinki,
Finland.

de Haan, J. (2010), Hedonic Price Indexes: A Corsparof Imputation, Time Dummy
and ‘Re-pricing’ MethodsJournal of Economics and StatistiG&hrbucher fur
Nationalokonomie und StatistiRB0O, 772-791.

de Haan, J. and H.A. van der Grient (2011), ElimmgaChain drift in Price Indexes
Based on Scanner Datlyurnal of Econometri¢gd/ol. 161, Issue 1, 36-46.

Hill, R.J. and D. Melser (2008), Hedonic Imputatiand the Price Index Problem: An
Application to HousingEconomic Inquiry6, 593-609.

ILO/IMF/OECD/UNECE/Eurostat/The World Bank (2004¢onsumer Price Index
Manual: Theory and PracticdLO Publications, Geneva.

Ivancic, L., W.E. Diewert and K.J. Fox (2009), SeanData, Time Aggregation and
the Construction of Price Indexes, Discussion Pap@09, Department of
Economics, University of British Columbia, Vancouv€anada.

Ivancic, L., W.E. Diewert and K.J. Fox (2011), SeanData, Time Aggregation and
the Construction of Price Indexelmurnal of Econometri¢d/ol. 161, Issue 1, 24-
35.

Johansen, I. and R. Nygaard (2011), Dealing withsBn the Norwegian Superlative
Price Index of Food and Non-alcoholic BeveragesyrRalocument at the twelfth

43



meeting of the International Working Group on Piicdices (Ottawa Group), 4-6
May 2011, Wellington, New Zealand.

Kokoski, M.F., Moulton, B.R. and K.D. Zieschang 989, Interarea Price Comparisons
for Heterogeneous Goods and Several Levels of Caiitynéggregation, pp.
123-169 in A. Heston and R.E. Lipsey (eddnternational and Interarea
Comparisons of Income, Output and PricBsudies in Income and Wealth, Vol.
61. University of Chicago Press, Chicago.

Krsinich, F. (2011), Price Indexes from ScanneraDa Comparison of Different
Methods, Paper presented at the twelfth meetinghefinternational Working
Group on Price Indices (Ottawa Group), 4-6 May 20Wellington, New
Zealand.

Krsinich, F. (2012), A Fresh Look at Patterns ind@et Sales.Economic News
Statistics New Zealand, April 2012.

Ribe, M. (2012), Some Properties of the RGEKS Index Scanner Data, Paper
presented at Statistics Sweden’s scanner data apks7-8 June 2012,
Stockholm, Sweden.

Silver, M. (2003), The Use of Weights in HedonicgRessions: The Measurement of
Quality-Adjusted Price Changes, pp. 135-147 inOdcroix (ed.),Proceedings of
the Seventh Meeting of the Ottawa GrolNSEE, Paris.

Silver, M. and S. Heravi (2005), A Failure in theedsurement of Inflation: Results
from a Hedonic and Matched Experiment Using Scarbata, Journal of
Business & Economic Statisti28, 269-281.

Silver, M. and S. Heravi (2007), The Difference \Be¢n Hedonic Imputation Indexes
and Time Dummy Hedonic Indexe¥yurnal of Business & Economic Statistics
25, 239-246.

Summers, R. (1973), International Price Compariddased Upon Incomplete Data,
Review of Income and Wealh, 1-16.

Syed, I. (2010), Consistency of Hedonic Price Iredei the Presence of Unobserved
Characteristics, Discussion Paper, School of Ecacmyrivniversity of New South
Wales, Sydney, Australia.

Szulc, B. (1964), Indices for Multiregional Compams,Przeglad Statystycn§, 239-
254 (in Polish).

Triplett, J.E. (2006), Handbook on Hedonic Indeaed Quality Adjustments in Price
Indexes. Organization for Economic Co-operation Bedelopment, Paris.

44



