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as a “quality-adjusted unit value index”, whicheigual to the value index divided by a
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adjustment (standardization) factors. There aredmtceme cases. If information on all
relevant item characteristics is available, thenubke of time dummy hedonic models is
preferred. When characteristics information is iagkthe use of time-product dummy
(fixed effects) models is proposed. We also diseussimber of issues that need to be
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1. Introduction

More than twenty years ago, Saglio (1994) preseatpdper at the first Ottawa Group
meeting on the use of scanner data to construttvahies and price indexes. Today, a
large body of literature is available on CPl meament issues related to scanner data,
covering topics such as item sampling, choice déxnumber formula at the lower and
upper aggregation level, quality adjustment, aadttment of sales.

In spite of all the research that has been don&rsonly a handful of countries
actually implemented scanner data into their CRistfalia, the Netherlands, Norway,
Sweden, and Switzerland have included scannerfidatasupermarkets, using different
methods and practices (Dalén, 2014). The currettiDmethod is described in van der
Grient and de Haan (2010) and compared to an atieenmethod in van der Grient and
de Haan (2011). New Zealand recently introducedrsmadata for consumer electronics
using a method developed by de Haan and Krsini@gh4®); see Statistics New Zealand
(2014).

Statistics Netherlands wants to expand the useasfrer data in the CPI beyond
supermarkets and to cover also department stooes;ydurself stores, etc. Ideally, to
make production as efficient as possible, a limiedber of fully or semi-automated
methods would be used. The purpose of this pagerpsopose a framework supporting
these plans. Our basic aggregation formula is thality-adjusted unit value index”,
which is equal to the value index divided by a ditpindex that is defined as the ratio
of quality-adjusted or standardized quantities.éDglL998) seems to have been the first
to describe a quality-adjusted unit value index. Hean (2004a) suggested a slightly
different formulation. De Haan and Krsinich (2014bpwed how time dummy hedonic
regressions can be used to estimate the qualitygiagnt factors. Their work forms the

basis for the methods proposed in the present paper

L A large part of this research was presented abwsmeetings of the Ottawa Group. Without trying t
be exhaustive, we mention the following studiesthEstudies on potential uses of scanner data én th
CPI, in particular on the construction of elemeptadexes, are Dalén (1997), Hawkes (1997) (1988),
Haan and Opperdoes (1997a,b), Bradley et al. (1¥8ihsdorf (1999), Jain and Caddy (2001), Jain and
Abello (2001), Richardson (2001), and de Haan (2002 Haan, Schut and Opperdoes (1999) looked
into sampling issues. loannides and Silver (198#yer, loannides and Haworth (1997), Okamoto and
Salou (2001), and Silver and Heravi (2005) addeesselonic quality adjustments. Ivancic, Diewert and
Fox (2011) and de Haan and van der Grient (20MBsingated methods for eliminating chain drift doe
promotional sales. Note that some of the refereagespublications in journals; preliminary versions
were presented at Ottawa Group meetings.



The paper is structured as follows. In section @ start with the decomposition
of a value change into a price index and a quamdgx, and then we outline the idea
behind a quality-adjusted unit value index for lolgacomparable items. This is done
for two time periods in the static case, i.e. isitaation with matched items only. We
also address the estimation of the quality adjustnfi@ctors using a basic economic
method, leading to standard Laspeyres and Paasdberes, and the econometric time
dummy hedonic method mentioned above.

Section 3 deals with the two period dynamic sitwativhere the set of broadly
comparable items changes over time as a resulewfitems appearing on the market
and “old” items disappearing.

In section 4, the approach is extended to more tivartime periods. We explain
our preference for multilateral methods that padbdacross the whole sample period. It
is shown that, if expenditure shares are usedgaession weights, the multilateral time
dummy index is the geometric counterpart of thdliyuadjusted unit value index. We
argue that the two indexes are likely to be venmyilsir in practice.

Hedonic regressions require information on proaieracteristics. In section 5
we propose using time-product dummy (fixed effeate)dels if this information is not
available. An issue here is whether or not thesdetsoproduce truly quality-adjusted
price indexes.

In section 6, we discuss a number of issues thed t® be taken care of before
our ideas can be implemented in CPI productionh stscthe definition of homogeneity,
treatment of revisions and choice of estimationdsin. Revisions arise from the fact
that the results for earlier periods will changeswimew data is added to the sample and
the models are re-estimated. We suggest usindiagr@éindow approach, discuss two
possible splicing methods, and address the chdagndow length.

In the final section 7, we describe our framewark large scale use of scanner
data. The framework exists of choosing the qualdjusted unit value index as the sole
aggregation formula and a five stage procedurenimorporating scanner data into the
CPI. We also examine how prices extracted from wefswhere quantity information
is lacking, would fit into the framework. We endtlwvia research proposal. It includes
exploring the potential use of “text mining” and dohine learning” to try and retrieve
item characteristics from product descriptionsrigden to match comparable items in the
absence of detailed characteristics information.



2. Thetwo period static case

2.1 Theindex number problem and the quality-adjusted unit value index

Suppose we have price and quantity data for atistbelonging to a particular product.
These items or product varieties are broadly smmilahat their quality can be described
by the same set of characteristics, albeit in difie quantities. We assume that a single
hedonic model applies to broadly similar itemsthis section, we examine the static
case with a fixed population or universe of items,in standard index number theory.
This will serve as an introduction to the dynamitoation with new and disappearing
items dealt with in section 3. In the present sectand in section 3, we consider two
time periods. The many periods case will be adédesssection 4.

Our notation is as followdJ is the fixed set of broadly comparable items. The
prices of itemi in the base period 0 and the comparison periag Hienoted byp’ and
p’, respectively,g’ andg' are the corresponding quantities purchased. Bitepand
quantities are strictly positive. The total valieshe two periods ar¥’® =" p’q’
andV*=)"_ piq' . Ouraim is to decompose the value rafid =V*/V° into a price
index P** and a quantity indeQ®":

V01 — PleQ01. (1)

The choice ofP® and Q® is known as théndex number problenComputing
two out of the three indexes will suffice as thedlone can be derived from (1). Usual
practice is to construct a price index and theihatkethe value index to obtain a quantity
index. In some cases, for example health and eiduciat the Dutch national accounts,
quantity indexes — or “volume indexes” in theirdaage — are constructed and implicit
price indexes are obtained via (1). Our approadh iise latter spirit.

Standard quantity index number formulas are nesdest adding up quantities
of heterogeneous goods is not meaningful. Yetbfoadly comparable items, adding
up standardized aguality-adjusted quantitiess an appealing approach. Using quality
adjustment (standardization) factors, we may be &bkexpress the quantities of all the
items in units of a base item and then simply daoint up. The ratio of these aggregate
quality-adjusted quantities in both periods is asuge of quantity change. Importantly,
as we will demonstrate in section 3, this approzhbe easily extended to the dynamic
situation.



The above can be formalized as follows. Supposktgaajustment factorsl’,
and A, exist which express the quantity purchased of itemperiods 0 and 1g° and
q', in A°.q° and A',.q' units of an arbitrary iterb (A, = A, =1). Summing over all
items, this standardization IeadsE A0’ andz AL,.q' equivalent units ob.
The base itenb could be anyi U or be defined by average characteristics. The rati
of the quality-adjusted quantities in periods O and

_ %)/l.,bq

Q Zjllbq (2)

There are two potential issues with the quantitiein (2), both resulting from
the fact that the quality adjustment factors arefixed across time but pertain to period
0 in the denominator of (2) and to period 1 in tluenerator. The first issue is that the
guantity index violates thelentity testwhich is regarded as one of the most important
tests any index number formula should satisfy. Thatf the quantities purchased of all
the items stay the samg’(=q' for all i U ), then the quantity index is not necessarily
equal to 1. The second issue is that, since thityjadjustment factors can be viewed
as “taste parameters”, the quantity index (as althe implicit price index) would be
affected by changes in taste. Some people maythisdindesirable, at least in the short
run.

It can therefore be argued that the quality adjestnfiactors must be kept fixed
across timé,and we write the quantity index in generic form as

Z:/]i/bql
QOl‘E e 3)

where 4, equalsA’, , A, or some average value. DividiMf* by (3) gives

Vo ,CI, /z/‘i/bqil B .Q. /qu

PQOAlUV ) 01 ) ; pi i /%Ai/bqi0 ; pi i /;qo ' (4)

2|t can also be argued that the above issues anmelesant in the present context. Once the quastif
the items are expressed in units of the base itht'@erfect homogeneity” is attained, the axiomatic
test approach to index number theory may no losgem important. Also, in the longer run we do want
taste changes to affect the index. Neverthelessgasill see below, index number theory (and ecoicgom
theory) is needed to give us some guidance wheamies to estimating the quality adjustment factors.



whereg’ = A,,,9° andq' = 4,,,g' are the quantities purchased of itein period 0 and
1 measured in equivalent units of the base lteffhe price index given by (4) is a ratio

of quality-adjusted unit value}’  p’a’/> . G° and)  plgi/>. G . We refer
to this price index as @uality-adjusted unit value index

An alternative way to write the quality-adjustedtwalue index is

Z(p| //1|/b)A|/bq| /qu z pI /qu zwl
POl —_ , 5
w Z(pi Pl 387 Zp. /ZQ. 2 WB ©)
iv iy
where p° = p°’/ A, and p' = p'/ A, denote theuality-adjusted pricesf itemi (with

respect to itenb) in periods 0 and 1w =G°/> . G° andw' =§'/>__ G'. So the
quality-adjusted unit value index can also be vi@ws the ratio of weighted quality-

adjusted prices in which the quality-adjusted qti@stserve as weights.
The second alternative way to write the qualitydatid unit value index is

-1

_ {ZA,,bq./ .q.r : {gs’l(ﬁil)_l}
prt ] [gem]

where s’ = p’q /ZIEU p’q’ and s' = p'qg /ZIEU p'q’ denote the expenditure shares

(6)

QAUV

of itemi. So the quality-adjusted unit value index equia¢sratio of weighted harmonic
averages of quality-adjusted prices with expendislrares serving as weights.

An interesting situation arises when all qualityustinent factors are the same.
Since each item then is of the “same quality” &slihse itenb, we have/,,, = Zor all
i0U , henceq’ =g’ andg' =q' in equations (4) and (5) angl = p’ and p' = p; in
equations (5) and (6). In this case, the qualifystéd unit value index simplifies to the
ordinary unit value index:

2P /;q? ) {%l#(pi)‘l}_l

gpi o /;qi {Z#(pﬁo)‘l}

(7)

% As far as we know, de Haan (2004a) was the firstrite the unit value index as a ratio of expeumeit
share weighted harmonic average prices (and thiéygadjusted unit value index as the quality-atias
counterpart).



2.2 Estimating the quality adjustment factors

In this section, we discuss ways to estimate tlaityuadjustment factors. An important
condition is that the quantity index (3) and thalgy-adjusted unit value index (4) be
invariant to the choice of base itdmWe investigate two estimation methods: a basic
economic method and an econometric/hedonic methmthe latter method we will be

building upon in subsequent sections.

The basic method

Economic theory suggests that, under certain ciomgdit the difference in price between
a pair of broadly comparable items reflects thekeiavalue of the quality difference.
Accordingly, the ratio of the periddorices of item and base iterh is a useful measure
of the quality adjustment factor in periodt = 01). SettingA,,, = p’/ py for all i OU

in (3) yields

2. (P’ py)ar pr’ :
01 — iy _ 8
0 2.’ 1 py)a’ Zp?q? = (8)

which is the Laspeyres quantity index. AlternatyyelettingA.,, = p’/ p; gives

d(p ) D pig
01 - ity — iy —_ 9
° > (P e’ Y play I ©)

which is the Paasche quantity index. Both indexesoaviously invariant to the choice
of base item. It is well known that the correspoigdprice indexes — or quality-adjusted
unit value indexes in our language — that satigfyation (1) are the Paasche price index
and the Laspeyres price index, respectively:

P(g/iuv Tk =R (10)

Zp. q

Vm Z pia’
— iy — PLOl- (11)

* For the static case, von Auer (2014) showed thatynstandard price index number formulas, including
those of Laspeyres and Paasche, belong to a wénoléyfof generalized unit value indexes.



For broadly comparable items, we expect the paties p’/ p; and p'/ p; to
be more or less the same unless the two periodaiaapart. Yet, there will most likely
be disturbances so that the Laspeyres and Paasahéty indexes, hence the Paasche
and Laspeyres price indexes, will generally diffieaking geometric means, which leads
to Fisher quantity and price indexes, is a natsoéltion. However, the Fisher quantity

index cannot be written in the form of (3).

The econometric method

This method makes use of a hedonic model, whictaegthe price of items in terms
of a set of product characteristics. More preciselg use the log-linear “time dummy
model”. A log-linear model specification usuallysfithe data better than a strictly linear
specification. The characteristics parameters anstcained to be fixed over time. This
constraint can be questioned, but it allows usoml fhe data of periods 0 and 1 in order
to increase degrees of freedom.

The estimating equation for the two perod time dynfwedonic model is

K
Inpj =0° +51Di1+2ﬁkzik +E (12)
P

where z, is the quantity of thé-th characteristiqk =0,...,K) for itemi and g, the
corresponding parameteB; is a dummy variable that has the value iLi# purchased
in period 1 and 0 otherwis@y’ is the intercept and' is an error term with an expected
value of zero. Estimating (12) by least squaresesggon produces coefficient®, &"
and ,[3’,(. Thus, the predicted prices in periods 0 and 1{#re exp(3°)exp[z::1,[;’kzik]
and p! = exp@®) exp@")expy,_ A.z] 2

Replacing the quality adjustment factors in equmafi®) by the estimated period
0 price ratiop” / p gives

PACE N i

Q01 =iy =i :(301’ (13)
>(B°/Ba’ > pla’
i iu

and replacing them by the estimated period 1 pdtie p'/ p; gives

® Taking antilogs is a nonlinear transformation aadthe predicted prices are not unbiased. Kennedy
(1981) and van Garderen and Shah (2002) suggespestraents for this type of small sample bias. We
assume that the number of observations is largegmto ignore the bias.
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It seems as if we have obtained estimators of Paascd Laspeyres quantity indexes.

As mentioned earlier, we expect the price ratid p) and p'/ p; to be roughly the
same. The time dummy method constrains the estihrateos to be exactly the same,
ie., P/ P =P/ Pr(=expd_ B (z —z,)]) . It follows that QS and Q* coincide,
which makes it difficult to interpret them as Pdesand Laspeyres indexes. As we will
see, the resulting index number formula cruciabbpehds on the weights applied in the
regression.

Given that p/ py = pi/ p;, we can usep/ p; as the estimator of the quality
adjustment factor in the numerator of equatiora®) p’/ p; in the denominator to get
the following alternative expression for the quignindex:

2P D pa 2 Pla
Q01=|EU — Y

DB o) Zlﬁ."qf(ﬁé/pb Zp. a0 Py
ity i

(15)

where PY = pr/ pp = exp(dl) is the time dummy price index. Dividing the valndex
by (15) yields

> g Z pro; > s’ exp’)
I:)g/iuv =& Py =| &5 —— |Po (16)

Zpi |Zf3.lqul ZSEXp(U) o

wheres’ ands' are the expenditure shares in periods 0 and 1uardn(p’/ p’) and

u' =In(p'/ p') are the regression residuals in the two periods.

From an econometric point of view, Ordinary Leaqu&es (OLS) regression
will suffice if the variance of the errors is caoast. In the static/matched item case, this
would produce the unweighted geometric averageriot patios, i.e. the Jevons price
index. But from an index number point of view, iteshould be weighted according to
their economic importance to obtain a weighted xade useful measure of economic
importance in this context is expenditure sharaewbrt (2004) showed that the use of
average expenditure shares in the two periges+ s, as2weights in a Weighted
Least Squares (WLS) regression makes the time dumdex equal to the superlative
Tornqyist price index®™ = [ (pt/ p%)«*s)’2 We then find



ZSO exp(;)
2. s expi)

P, (17)

01
PQAUV

The bracketed factor in equation (17) is a rati@xqgbenditure share weighted averages

of exponentiated residuals. We expect this factdret close to 1, hende’, ,, OP**.°

3. Thetwo period dynamic case

In section 2, the set of items was kept fixed with aim of explaining our ideas and
pointing towards similarities and differences wdtandard index number theory. The
present section deals with the more interestingadya situation where the set of items
changes across time as a result of new items apgeam the market and “old” items
disappearing. We are still comparing two periotsséction 4 below, we address the
realistic situation with many periods and a condyachanging item universe. This will
affect the methods we can employ.

3.1 Thedynamic universe

The sets of available items in periods 0 and dar®ted byJ ° andU*. It is important

to realize that for making price and quantity congamns between these two periods, we
should not look atJ® andU* separately but rather at toeion U°* =U°OU"*. This
makes it possible to derive imputation price andmily indexes. A subset of items is
usually purchased in both time periods. This matcket or intersection is denoted by
U, =U°nU". The set of disappearing items, i.e. items pumthas period 0 but not
in period 1, is denoted By 2, while the set of new items, i.e. items purchasgueriod

1 but not in period 0, is denoted by, . Note thatu OU,, =U°, U, OU,, =U*, and
u®=u°0OuU*=uU, OUJOU,. Prices are again strictly positive, but quargitae
now non-negative: in the two period dynamic casendjties are either positive or zero
in one of the periods (or zero in both periods,that is irrelevant as those items do not
belong to the uniot °*).

® Needless to say that conventional index numbesrtheould favor the WLS time dummy index over
the quality-adjusted unit value index: the Torntinslex belongs to the class of superlative indeaad
so multiplying the time dummy index by the brackietactor would only “bias” the result. We will retu
to this issue in section 4.2 on the choice of regjmn weights in the many periods case.



Defining the aggregate value ratio oii" is straightforward:

Vvt dplgt D e

V01:_: iyt — ! ) (18)
Ve > plg® Y plo’
iy i

Again, our aim is to decompose the value ratio aguantity index and a price index,
or in our case a quantity index and a quality-aeégisinit value index. We start with a
generic quantity index similar to (3), but now defil on the sdt) **:

z/‘i/bqil ‘z/]i/bqil +_20Ai/bqil + ZAi/bqil

QOl _ i _ iUy iUl iUy, _ (19)
Z/]i/bqo Z/]i/bcho + ZAi/bin + Z/]i/bcho
iy iUy g iUy

Sinceq' =0 for i OUJ andqg’ = Ofor i OUj,, equation (19) simplifies to

Z/‘i/bqil + Z/]i/bqil Z/L,bqil

QOl - iy iUy — iUt ' (20)
ZAi/bin + zAi/bin z/]i/bCIiO
i0U i3 inu°

which is the ratio of the sum of quality-adjustadagtities. Dividing the value index by
the quantity index (20) yields the dynamic counderpf the quality-adjusted unit value
index given by equations (4) and (6):

P, / D And | 28
- n:ul ! —| ot
QAUV | q| /Z‘,/]i/bQi0 z%o(ﬁio)_l
|I:U0

iou® iou°

(21)

where p’ = p’ /A, and p} = p{ /A, are quality-adjusted prices, as before.

Notice that, just like the value index (18), theantity index (20) is effectively
based on twdlifferentsets of items, the period 0 set (in the denommaitod the period
1 set (in the numerator). This may seem unusualtheuresulting quality-adjusted unit
value index (21) turns out to be consistent wittndard imputation price indexes.

3.2 Estimating the quality adjustment factors

We now return to the two methods to estimate thaityuadjustment factors, the basic
method and the econometric method, and discussiiiecations for the quantity index
(20) and the quality-adjusted unit value index (21)

10



The basic method

This method would usd,,, = p’/ pg in equation (20) for the quantity index. However,
base period prices fdrJU y, cannot be directly observed; they are “missingl have

to be imputed byp’. Assuming that the base itdmbelongs to the matched dét, , we
find

deIpa+ (P ol D pla+ Y. plar

Q01 — iy iUy — Wy iUy :Q01 . (22)
S pda’+ > (PP pd)a’ >.plg’+ > plg’
iUy g iUy i

We refer to (22) as thaingle imputatiorLaspeyres quantity index. Note that prices are
imputed, not quantities — imputing quantities makesense. We require some kind of
imputation method. If hedonic imputation is usde basic method becomes partially
econometric.

Alternatively, we can us@,,, = p;/ p; in (20). Since period 1 prices fof1U ]
are unobservable, they must be imputedfly yielding the single imputation Paasche
quantity index

D(pHp)al+ Y (P po)ar Y pigr+ Y i)

Q™ =" . = W Wy - (23)
o g iUy i

The corresponding quality-adjusted unit value ireteare obtained by dividing
the value index by the above single imputation ¢jyamdexes. This gives

> plgr+ . pigp

PO]_ — iUy i[Uh — PO]_ ’ 24
DI RN .
iUy, iUy

which is known as the single imputation Paascheepridex, and

> g’ + > b’

pol = iUy i = poL ' 25
QAUV z pio qio ¥ z pio qio LSl ( )
iUy inug

which is the single imputation Laspeyres price mdes expected, the imputation price
indexes are based orsingle setof items:U" in case of the Paasche index andl in
case of the Laspeyres index.

11



By taking the geometric mean of expressions (28)(@8) and expressions (24)
and (25), respectively, single imputation Fisheaity and price indexes are obtained:

D> oplar+ > pla D plgi+ D pig

1/2

o1 _ | iUy iUy iUy iUy .
OFsi = > pla’+ > pla’ > pla’+ > plgd | 29
iUy iug iUy iuy
S pl+ Y pige Y plat+ S pgt ]
por | Wy iU iUy iUy (27)
PR PN+ > pla > plgt+ Y g
iUy, iug iUy iUy,

While being a measure of quality-adjusted pricengea the single imputation Fisher
price index (27) cannot be interpreted as a qualifysted unit value index and is not

fit for our purposé.

The econometric method

With a few minor changes, the econometric methodHe static case discussed earlier
carries over to the dynamic case. The time dummgeh@l2) remains our estimating
hedonic equation but a slightly modified WLS regies will be needed and explained
below. The predicted period 0 and period 1 pricesfg = exp(3°)exp[z::1,3kzik] and
p = exp(do)exp@l)exp[z::l,f}kzik], as before, and the time dummy index is given by
Po=p/p = exp(gl)_

Note that p?/ pg = '/ P (= exp(}_,, A, (2, ~ 2,)]) - Using B/ B and B/ pf
as estimates of the quality adjustment factoriénnumerator and denominator of (20),

respectively, the following expression for the qiitgnndex is obtained:

2 (Bi/po)ar D piat 2 Bid

Q01 — i’ E— — _ I iI:UlA . (28)
DG DB (B! By) DL Pa Py
imu° im° iu°

Dividing the value index by (28) gives rise to flelowing quality-adjusted unit value

index:
> B’ D pia) > s’ exp’)
P01 — | in° iEUl,\ P01: iu° POl, (29)
SR Y B || D stexply) |
iou® iyt ot

" De Haan (2002) referred to (27) as a generalizsieF price index.

12



whereu’ =In(p’/ p°) andu’ =In(p'/ p' )are the regression residuals.

For the choice of weights in the WLS regressionapply a result derived by de
Haan (2004b) saying that if regression weiglsfs+s'  foi2i0U,,, s° /2 for i OUJ
ands' /2for i OU;, are used, the time dummy index eqtials

pl (s";s}) f)l iz‘) pl %
01 i i i — 01
PTD‘J]M[p—s] iﬂ[ﬁj Ll(@sj (30

Expression (30) is a single imputation Térngvist@index where the “missing prices”

are imputed by the predicted values from the Wh&tdummy regression. The quality-
adjusted unit value index (29) can therefore béterias

> s exp(y)
Poauv = 'uzj:sle—xp(uil) P’y - (31)
it

Expression (31) resembles expression (16) for thaditg-adjusted unit value index in
the static case; if all items are matchef EU* =U ) and no imputations for “missing

prices” are needed, (31) reduces to (16).

4. The many periods case

In this section, we extend our approach to thaswalcase with multiple time periods.
There are now three different options: estimatiivgad (bilateral) indexes, calculating
chained period-on-period indexes, or estimatingtilateral indexes. Below, we explain
our preference for multilateral indexes and apply €conometric method to estimate
the quality adjustment factors. We also discusshiwéce of weights in the pooled time

dummy regression.

4.1 Transitivity and quality-adjusted unit value indexes

The estimation of direct (bilateral) indexes in thany periods case is a straightforward
extension of the two period case described in @e@i Suppose we want to estimate

® The derivation can also be found in the Appendixdé Haan and Krsinich (2014a). Notice that the
regression weights are equal to the weights ofitdras in the single imputation Tdérnqvist price irde
(30).
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price indexes for periods=1,...,T . We can just compare each pertatirectly with the
base period and estimate quality-adjusted unitevaldexes according to equation (29)
using period 0 and periddrather than period 1) data. This method has tsaevidacks.
First, scanner data typically show a high ratetafro in terms of new and disappearing
items? the matched part of the imputation Tornqvist in@8®) diminishes rapidly so
that we would be increasingly relying on model lobiseputations. It would be better to
implement methods that make maximum use of alhta&ches in the data. Second, the
assumption of fixed characteristics parameters bwyustifiable in the short run but
becomes debatable when the sample period grows, Hadlnering to direct indexes is
problematic and we would have to find ways of dealvith this problem; in practice
some kind of chaining will be necessary.

Period-on-period chaining might seem a promisingregch because it makes
use of the matched data for all pairs of adjacenbgs. Indeed, the CPI Manual (ILO et
al., 2004) advocates the use of chained superlative indexes. However, empirical
studies during the last decade provided evidenaggoificant chain drift in period-on-
period chained superlative indeXég.he lesson is that high frequency chaining should
not be used.

Multilateral index number approaches to price comnspas across time relate to
more than two periods and generate transitive iestethe price changes between any
two time periods are independent of the choiceaselperiod. Transitivity implies that
the index can be written in chained form and bystarction does not suffer from chain
drift. When applied to pooled data of three or mpegiods, the time dummy hedonic
method is a multilateral approach that yields titaresquality-adjusted price indexes. In
our opinion, this method is most appropriate whealidg with scanner data on a large
scale.

The relevant set in the many periods case exisédl @dbms purchased in one or

more periods during the sample period. Yet, fouangity index that compares peribd

° A high rate of churn can be partly the resulthaf tvay in which we define homogenous items. We will
address the homogeneity issue in section 6.

% Downward drift in chained superlative price indexer goods sold in supermarkets is documented in
e.g., lvancic (2007), lvancic, Diewert and Fox (20land de Haan and van der Grient (2011). Theidrif
mainly due to quantities spiking when storable goatk on sale. De Haan and Krsinich (2014a) found
drift in chained superlative price indexes for ammsr electronic products due to seasonality imptiees
and quantities sold.
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to period 0, we are only interested in those it@uxhased in period 0, periddor in
both periods, i.e. in the unidd® =U° OU". Similar to what we did in section 3.1, we
define a matched s&ty =U° nU" of items purchased in both periods, a set of items
U 3" of items purchased in period 0 (and perhaps inesoiier periods as well) but not
in periodt, and a set |” of items purchased in periadand perhaps in other periods
also) but not in period 0. Note thatl® DU =U° andU© OU =U". The quantity
index is

D Al + 2 And + DA Z:/]i/bqt

QOt _ i TRV iU _int ' (32)
z/]l/bql + z/]l/bql + z/]l/bql z/‘i/bQiO
iUy inu°

The second expression of (32) holds true becayse0 for i DU and g’ = O for
i0u“.

Quantity index (32) is transitivé.The value index is also transitive, and so the
guality-adjusted unit value index

.q./Z/l./bq > s

POt _ — iUt = IEU1 — O _ ' (33)
QALY ~ QOt z p°q /z/]i/bqi ZS. (p)™
iu° iu° i

with quality-adjusted priceg’ = p’ /A, and p' = p' /A ,,, is transitive. In practice of
course we have to estimate the quality adjustneatofs 4. The pooled time dummy
method preserves transitivity by producing estimate/,,, which are fixed across the
whole sample periotl=0,...,T .

The estimating equation for the multilateral timevany model is

T K
Inpf =3° +251Dit +Zﬁkzik +&, (34)
t=1 k=1

where D! is a dummy variable that has the value 1 if itémpurchased in pericdand

0 otherwise. The predicted period O and petipdces from a least squares regression
of (34) are p = exp@®)explY_\_ B.z,] and p! =exp@°)exp@)expy.,_ A.z,]; the
time dummy index is given b = p'/ p° =exp@'). The multilateral time dummy
index is transitive because the regression resmtsndependent of the choice of base
period (which in model (34) is the starting per@d

1 The index would even be transitive for time-depanidyjuality adjustment factors.
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We havep’/ pP = i/ pi(=explY._ B (2, —24)]) . Using p\/ P, and P/ p
as estimates of the quality adjustment factoriénrtumerator and denominator of (32),

respectively, we obtain

At g oatyt At ot ntat
i b /™ i i i i
B/ Ba D fig > pig

P it 1 iyt 1

QOI - iy _ _ - iU _ _ _ - ity _ ) (35)
DB D P (PP D pa’ P
e e iu°

The multilateral quality-adjusted unit value indeecomes

vo | 2 Pa 2 pld 2. s expt’)
P(;)/IXUV =0 - < 0.0 < At 1 I:2F0Dt = IEUt—t PTOIZtJ’ (36)
Q z P q z PG ZS expl;)

oo iyt iyt

whereu? =In(p’/ p? )andu' =In(p'/ p' )are the regression residuals in periods 0 and
t (t=1,...,T). The quality-adjusted unit value index (36) and ¢uantity index (35) are
independent of the choice of base itepas required. In the extreme situation when the
quantities of all the characteristiaz happen to be the same for all items in the pooled
data set,R* and the factor between square brackets in (36leljuso that the quality-
adjusted unit value index simplifies to the ordinanit value index. This is one of the
strong points of the time dummy hedonic approacéstomating the quality adjustment
factors.

4.2 The choice of regression weights

An important question is: what regression weiglmsutd be used when estimating the
multilateral time dummy hedonic model (34)? Theauhssfound by Diewert (2004) and
de Haan (2004) for the two period static and dyrcarases do not simply carry over to
the many periods case. For instance, it will nopbssible to obtain a multilateral time
dummy index that exactly equals the matched itemmd\ist index — we know that the
time dummy index is transitive but the Térnqvisnist. Still we want to weight items
according to their economic importance. DiewertO@0suggested using expenditure
shares pertaining to the periods the items areaigtabserved, i.es’ for i O0U° and
s fori0OU' (t=1...T). These weights have been used in a number ofestuelig., by
Ivancic and Fox (2013) and de Haan and Krsinici42) (2014b).

De Haan and Krsinich (2014b) showed that the wedjtiime dummy index can
be written as
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N (pH)*
PR = (37)

iﬂ(ﬁ?)ﬁ"
where fii" = pi‘)//ii , and fii‘ =p //ii », are the estimated quality-adjusted prices, with
A=D1 PC =Pt/ pl. According to (37), the (WLS) time dummy indexeigual to the
ratio of expenditure share weightgdometricmeans of the estimated quality-adjusted
prices. Applying the saméi/b as estimates of thé ,, in (33), the quality-adjusted unit
value index is equal to the ratio of expenditurarehweightecharmonicmeans of the
estimated quality-adjusted prices:

st |
P(S/txuv = S . (38)
s’ (p)™

The bracketed factor in expression (36) measuregdp between the quality-adjusted
unit value index and the time dummy index. De Haad Krsinich (2014b) derived the
following result:

> exp) 1+;(a°)2

il D ,

Zﬁt expy;) 1+1(at)2
2

(39)
iyt

where (6°)? =% ,s’(4))* and (0')* =) .s'(uj)* denote the weighted variances
of the residuals from the WLS regression in periddsdt. So the (weighted) variance
of the regression residuals or, equivalently, tispetsion of the quality-adjusted prices,
is the main driver of the difference between the imdexes?

Expressions (36) and (39) indicate that the qualitjusted unit value index will
sit below (above) the time dummy index when thearere of the residuals increases
(decreases) over time. Due to the logarithmic fionetl form for the hedonic model,
this type of heteroskedasticity is unlikely to ocdm a linear hedonic model with price
rather than log of price as the dependent varidb&eabsolute errors tend to grow over
time when there is inflation. The logarithmic treorenation neutralizes this tendency,
as pointed out by Diewert (2004). So we would ekxplee two indexes to have similar

2 For a discussion on the difference between unvieibprice indexes at the elementary level in tesfins
price dispersion and product heterogeneity, se@iSind Heravi (2007b).
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trends and volatility. This was confirmed by emgatiwork by de Haan and Krsinich
(2014b) on New Zealand scanner data for a numbeoi$umer electronics products;
the differences between the two types of index wegdigible.

Even though the time series are likely to be vemjilar, we favor the quality-
adjusted unit value index over the time dummy indegause the former reduces to the
ordinary unit value index if all items had the saguantities of characteristics while the
time dummy hedonic index produces the geometrici@ypart of the unit value index.
More generally, we could think of (39) as a fadtwat changes the “geometric quality-
adjusted unit value index” into the desired aritimeersion.

Estimating the (arithmetic) quality-adjusted unatlue index from scanner data
is easy: calculate the expenditure shares for g#aghin each time period, run a WLS
regression of the time dummy model on the pooldd déperiodst =0,...,T and save
the residuals, then calculate the time dummy in@8x= exp(é‘) and factor (39) for
each period, and finally multiply B by that factor.

There are two further issues. The first one is hmaeal with revisions that arise
when the sample period is extended and new dadded. This issue will be discussed
in section 6. The second issue is how to proceeshvitiformation on characteristics is

not available. This is the topic discussed in sech below.

5. Fixed effects. the time-product dummy method

Aizcorbe, Corrado and Doms (2003) claimed thatigsadjusted price indexes can be
constructed without observing item characterisfid®ey used a regression model which
only includes dummy variables for the items plumdwy variables for time periods. De
Haan and Krsinich (2014b) named it thene-Product DummyTPD) method because
it adapts the Country-Product Dummy (CPD) methodroter to measure price change
across time rather than spag&ilver and Heravi (2005) argued that in the maeyqul
situation, the TPD index “will have a tendency tdldw the chained matched model
results.” But that cannot be true in general beednigh frequency chaining of weighted
indexes can lead to significant drift while the TRi2thod yields transitive, hence drift
free indexes.

3 The CPD method dates back to Summers (1973). Dig¢h@99) and Balk (2001) reviewed the various
approaches to international price comparisons.
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In the time dummy hedonic model (34), the charésties of each item and the
corresponding parameters are assumed fixed over Titvis implies that their combined
effect on the log of price is also constant actoss. Therefore, if information on item
characteristics is not available, it seems natirakplace the unobservable “constant”
hedonic effectsz:::lﬂk z, by the item specific fixed valueg . This is what the TPD
method does. IN different items are observed across the entirgpkaperiodo,...,T ,
most of which will typically not be purchased inegy time period, then the estimating
equation for the TPD dixed effectsnodel is

T N-1
Inpf =8°+> 3'D{ +) yD, +¢, (40)
t=1 i=1

where D, is a dummy variable that has the value of 1 ifdheervation relates to iteim
and O otherwise. A dummy for an arbitrary ité&ms not included g, = Qto identify
the model. The least squares estimatesédred" (t=1..T) andy (i=1..,.N-1),
and we sety, = ONote that while items with identical charactedstare assumed to
have identical fixed effecty;, the estimatey; will generally not be exactly the same.
The predicted prices arp’ = exp@°)exp() and p' = exp@°)exp@)exp(;) for all

i. Similar to the time dummy hedonic index, the TiaDex for period is calculated as
P =P/ B = eXp(&) .

The TPD method is a non-hedonic variant of the ttuemy method. In many
scanner data sets, only limited information on abgaristics is available. It would have
been nice if we could combine the hedonic and reaehic methods by including both
the available item characteristics and item dummayables in the time dummy model,
but that is not possible because the model wowd tto longer be identified: the vector
of values for any characteristic can be writtem disear combination of thid-1 vectors
for the product dummies and the intercept.

The TPD method has been used in a number of stulliesorbe, Corrado and
Doms (2003) estimated TPD indexes for computensgu8LS. More than two decades
earlier, Balk (1980) proposed a WLS version forstancting price indexes for seasonal
products. Ivancic, Fox and Diewert (2009) adopteed@enditure share weighted TPD
approach to estimating price indexes for produckd & Australian supermarkets. Their
WLS TPD approach was applied by Krsinich (2011)1@0(2014) and de Haan and
Krsinich (2014a) to consumer electronics produotd ;1 New Zealand. As explained
in section 4, we favor the use of expenditure shaseweights in pooled time dummy
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regressions. Since the TPD model is an instan¢keofime dummy model, our choice
of weights remains the same.

From a statistical perspective, the TPD methoeéss kfficient than the hedonic
time dummy method because much more parametersthdesestimated. On the other
hand, the TPD method is cost efficient in thatéhisrno need to collect information on
item characteristics. But a more important issuehsther this method really produces
price indexes which are adjusted for quality changes claimed by Aizcorbe, Corrado
and Doms (2003) and recently also by Krsinich (3q2814). We will try to shed some
light on this issue.

One should recognize that (average) quality ch&iagewo components: quality
mix change due to changes over time in the quastiurchased of existing or matched
items, and quality change due to new and disappg#aems. When superlative indexes
can be constructed, as they can with scanner tthatdiyst component does not pose any
problems. Superlative price indexes treat the pased and the comparison period in a
symmetric fashion, ensuring that relative quanthgnges, hence quality mix changes,
are handled appropriately. Thus, the main issuwvg well the TPD method accounts
for the effect of new and disappearing items.

The TPD method is essentially a matched item (aefanethod: an item must
be observed at least two times during the sampieg& be non-trivially included. In
the two period case, the resulting matched itenexndiffers from the index found by
estimating the model without new and disappeat&ms only in that the matched items
are weighted slightly differently (unless the weagjhave been normalized; see de Haan
and Krsinich, 2014a). In the context of two cowsgriDiewert (2004) mentioned that
the method “can deal with situations where say itérhas transactions in one country
but not the other” and that “the prices of itemwill be zeroed out™’

The fact that items with a single observation aed out, carries over to the
many period case. Thus, in contrast to the mudtidttime dummy hedonic index, the
multilateral TPD index does not account for thesetf ofall unmatched (i.e., new and
disappearing) items. Nevertheless, the resultidgxrwill usually differ from a chained
matched model index. This is because items whiemaw or disappearing in adjacent
period comparisons are often observed multiple sicharing the whole sample period,

14 Although the items will be zeroed out, their fixefflects can still be estimated.
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and are not zeroed out. These items contain logig@li information on price changes
that is used in a multilateral time-product dummgd®al whereas they are ignored in a
chained matched model index.

We will now formally show what drives the differenbetween the expenditure
share weighted multilateral TPD index and the oféhimatched model Toérngvist index.
The TPD index, being a special case of the timerdurhedonic index, can be written
in the same form as equation (37):

nIGax
PT?DID = (41)

0%

where B = p®/(p°/ p9) = p° /exp(; ~ 7, )and B = p! /(B! / B}) = pl/exp( ~ 7, ); b
is again an arbitrary base item. If the estimabeedf effectsy; and j,, approximate the
hedonic price effectsz::zl,[}k;k and z:zl,[;’kzbk reasonably well, therﬁ" and fii‘ are
guality-adjusted prices. Without loss of generahye can seN in model (40) equal to
b, yielding j, = 0, p° = p®/exp(;) and p! = p! /exp(; ). Due to transitivity, the TPD
index can be written as a period-on-period chaindédx:

SRNGEN
I:)T?DtD = |_| — < S7-1 )
r=1 El|:L( B )

(42)

Let us focus on a single chain link, i.e. the bedel factor in (42). De Haan and
Hendriks (2013) showed that each chain link caddmmmposed into four components,

as follows
= t _ot-1
st Ztysy N g8t -sp* 2 S 23""
ot ¢\ |_|(pi) |_|(pi ) |_|(pi)
PTPD - |—| ( pi j 2 iUk UGt iU (43)
0,t-1 -1 o) t 2. t-1 t-1_t "
PI'PtD iout M pit |_| (pit)SM |_| (plt 1)% A M ZSM
iU TVt |_| (P )
iU,

In (43),U," =U™ nU" is the set of (matched) items purchased in botiogpe-1 and
periodt, U™ is the set of (disappearing) items purchased iingé-1, and possibly in
other periods as well, but not in peripcdandU ;" is the set of (new) items purchased
in periodt, and perhaps also in other periods, but not ifogerl; s,* ZZiEU}w‘“ s
and s;, =ZEUMM s denote the aggregate expenditure shares of thehathitems in
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periodst-1 andt, andsg* =" .. s =1-s;' ands, =) . s =1-s, denote
the aggregate expenditure shares of the disapperaems and new items. The item

specific expenditure shares in equation (43) haenmormalizeds),' =s*/s,,* and

s, =S /s, are the matched items’ normalized shareslirandt, and ;' =s ™ /sh*
and s, =s /s, are the normalized shares for the unmatched (melvdésappearing)
items, with Ziusﬁ;“ S't'\;l = Ziusﬁ;“ S'tM = Zicu};“ StD_l = Zn:u;;“ S'tN =1.

The first component of (43)[],.q (P / pih)Esi)’2 s the adjacent-period
matched item Torngvist index. The second and ttamponents describe the effects of
disappearing and new items, respectively. Wherethez no new or disappearing items
between period$— &ndt, thens;, =s;' = 0and the chain link is equal to the product
of the matched model Torngvist index and the foadimponent of (43). Because we
know that the TPD index is transitive but the Tanstindex is not, we might interpret
the fourth component as a factor that eliminatésmg@l drift in the chained Tornqvist
index.

A similar decomposition holds true for the time daypnhedonic index, the only
difference being that the quality-adjusted pricesdifferent from those obtained for the
TPD index. It is likely that the quality-adjustedqges from the TPD model approximate
the quality-adjusted prices from the hedonic mdakdter as the sample period grows
and the number of matches for a particular itetiéndata increases. On the other hand,
we do not want the sample period to become verg lmecause this conflicts with the
underlying assumption of fixed characteristics peeters. So there is a trade-off, but it
is difficult to tell what the optimal sample periachuld be.

The difference between the TPD index and the tiomardy hedonic index also
depends on the specification of the hedonic md¢isinich (2014) showed that the two
indexes coincide whe all the characteristics are (modelled as) categhii) not only
the main effects are included but all second agtidri order interaction terms as well,
andiii) the items are identified by their characteristitis is an interesting, although
perhaps not very surprising, finding. Based on tesult, Krsinich (2014) interprets the
TPD model as the most general version of a hedonigel. She even seems to prefer it
to standard models in which most or all interactemms are excluded. Another, and in
our opinion more appealing, interpretation is tit TPD model is a degenerated case
of hedonics.
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As mentioned before, most scanner data sets doombain a lot of information
on item characteristics. This makes it impossiblddfine items by their characteristics,
which is conditioniii) above. Moreover, if we had data on all of therabeeristics, then
obviously we would not use the TPD model but thedmec model instead. In practice
therefore, the TPD model will typically be used ffata sets where items are necessarily
identified by model numbers or barcodes. This axtical solution, as the identifiers
are readily available. However, the use of suchitbet identifiers can create problems
which have sometimes been overlooked, as we wjli@in section 6.

The TPD model is a special case, or approximabbthe time dummy hedonic
model, and so the expenditure share weighted TEBxihas a similar structure as the
expenditure share weighted time dummy index. Tthesuse of the WLS TPD method
to calculate a quality-adjusted unit value indesldé a non-hedonic expression similar

to equation (36):

> s’ exp(’)
P(S/t«uv = —Iﬂisf exp(Uit) F}%D, (44)
iUt

where u? =In(p’/ p’) andu’ =In(p'/ p' ) are now the regression residuals in periods
0 andt (t=1,...,T) from the TPD model. Just like its hedonic counaget;pthe quality-
adjusted unit value index (44) is transitive andieipendent of the choice of base item
as required.

We are still left with the problem that items tlaaé observed only once during
the sample period are zeroed out because the meégidces are equal to the observed
prices, i.e. because the observations lie exactlthe regression surface. Consequently,
the impact of entirely new items — items which haweébeen purchased before — will be
ignored. When time passes and the sample periodsgtbese items will be included in
a non-trivial fashion (unless they are not purctasgain, which is unlikely). But new
items are constantly being introduced on the maikad extending the sample period
does not help much in this respect.

Extending the sample period and adding data hath@noonsequence: revision
of previously estimated indexes. Revisions applgrtg multilateral approach, including
TPD and time dummy hedonic approaches. In sectiogl@v, we will discuss different
ways of handling this problem. The most promisingtimmd seems to be what Krsinich
(2014) calls a window splice.
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6. Revisions, homogeneity and lack of matching

Two issues are discussed in this section that tede resolved before implementing
the framework put forward in section 7: revisiomsl @ lack of matching of items. The
second issue is particularly relevant when sufficiaformation on item characteristics
is not available and TPD indexes rather than tionardy hedonic indexes are inputs in

the quality-adjusted unit value indexes.

6.1 Thetreatment of revisions

Statistical agencies do not revise their CPI. CtheeCPI has been published, it is kept
unchanged, even if new data became available thakdwmprove previously published
figures?® This no revisions policy poses problems for thieies we want to construct.
When data for the next period (peridd+1 in our case) is added and the multilateral
time dummy hedonic or TPD models are re-estimateal results for all the previous
periods (1,...,T) change. Aolling window approachovercomes the revisions problem.
The models are estimated on the data of an estimatindow with fixed length which
is shifted forward each period. This procedureasisvo questions. What is the optimal
window length? And how should the estimates from rtiost recent window be linked
to the existing time series?

Given the underlying assumption of fixed parameterghe characteristics, the
window should be as short as possible but at theegane long enough to be able to
handle seasonal goods. For time dummy hedonic moae&Vindow length of 13 months
thus seems to be a natural choice, assuming thalf is published monthly. For TPD
models, on the other hand, a window length of 13tm®can be too short. The optimal
window length depends partly on how the time seisespdated, i.e. on the splicing
method.

Before going into different methods of splicing, wieould mention that every
splicing method impairs the transitivity propertiyroultilateral price indexes. So chain
drift in the linked time series cannot be completeiled out. As long as the estimation
window is longer than a year, however, it is mastiikely that chain drift becomes a

major problem.

!5 Many statistical agencies indicate that the ldfigsire is provisional but no agency accepts caitig
revisions of the CPI.
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Broadly speaking, two splicing methods can be mggtished; the conventional
movement splicenethod and an alternativendow splicemethod. To illustrate the two
methods, suppose that the window length is 13 nsorfithe standard method works as
follows: after moving forward the window one morathd re-estimating the model, the
most recently estimated month-on-month movemerthefindex is spliced on to the
existing time series. The window splice methody@posed by Krsinich (2014), splices
the entire newly estimated 13-month series onéaritlex level pertaining to 12 months
ago.

The two methods resolve the revisions problem ddiiierently. The standard
approach gives priority to short term changes. Eachth-to-month index movement to
update the existing time series is based on aesiagfimation window and is easy to
interpret. Longer term changes of the updated seres, such as annual changes where
the index of a particular month is compared toitisex of 12 months earlier, are based
on different estimation windows. This means somarchrift in annual changes might
arise. Using the window splice approach, each montmonth movement is based on
adjacent estimation windows and therefore morecditf to interpret. In the Appendix,
the two splicing methods are compared.

According to Krsinich (2014), the biggest problenthathe standard approach is
that “the revised movement for back periods is inobrporated into the longer term
index movement” while her method “maintains thegrtty of the index over the longer
term”.*® Although Krsinich’s (2014) splicing method can applied to time dummy
hedonic indexes as well, it seems particularlyesufor TPD indexes. The method “is a
form of implicit revision, incorporating not onlyé implicit price movements of new
products being introduced, but also enables thedfeffects estimates to be updated as
more prices are observed for each product”. Thisideed a strong point of window
splicing for TPD indexes.

A potential problem with Krsinich’s (2014) methaglthat it does not revise for
items that are only observed in the first montthefestimation window; just like newly
introduced items in the last period of the winddlaese disappearing items are zeroed

'8 jvancic, Diewert and Fox (2011) and de Haan amdl der Grient (2011) employed a rolling year
standard splicing approach to updating GEKS indeXbe GEKS method is an alternative multilateral
method. Krsinich (2014) noted that her window splpproach is a simplified version of a suggestipn
Melser (2011) for improving the splicing of thelinogy year GEKS.

25



out. In other words, the method is asymmetrical dods not satisfy the multi period
time reversal test. To resolve this problem, weld@xtend the estimation window by
12 months prior to the linking month. The windowdéh becomes 25 months with the
month in the middle being the linking month. Mohan two years of data are needed
before indexes can be estimated, but this is hardlyawback because data of a rather
long period of time will be needed anyway for chagkthe plausibility of the estimated
price (and quantity) index series to be published.

High frequency price indexes from scanner datsaneetimes very volatile, and
it can be argued that smoothing of the existingetsaries prior to splicing is called for.
Compared to the choice of splicing method and wintength, this issue is much less
important.

6.2 Homogeneity, identification of items, and lack of matching

The CPI Manual (ILO et al., 2004) recommends theeafaunit values as prices and unit
value indexes as price indexes for homogeneousuptedWe could say that a product
is homogeneous when all varieties are perfect gutest and consumers are indifferent
between them. Products often come in many broauityparable varieties. Suppose that
some varieties differ only in type of packagingcotor of the item. From the observed
expenditures on these varieties we cannot draw dwnclusions about substitutability

because consumers are heterogeneous: some conswavera preference for a certain
type of packaging or item color whereas othersiraddferent. Treating each variety as

a different item and calculating unit values astlavel seems warranted to avoid unit
value bias.

Each product variety usually has a barcode (EANKG End/or model number.
Taking into account what has been mentioned ablweodes or model numbers are
natural keys to identify and distinguish items. &ates are always available in scanner
data sets, and so observing unit values at theithdil item level at a particular point in
time is easy. For price comparisons over time, vanehe use of barcodes to identify
items may cause problems resulting from a lack afching, in particular for the TPD
approach. To get an idea of what can happen, l&iaksat traditional price collection.
The first step followed by a statistical agency wha item is being replaced by a newly
sampled item is to check whether or not the twm#&eare comparable. If they are not
fully comparable, then a quality adjustment shdagdnade. If they are, the prices of the
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two items are directly comparétDirect comparison ensures thadiden price changes
will be captured. Additional information and somgdglines are needed to determine
whether items are comparable. Typically, the ptiacter compares a set of important
price determining characteristics of the itemsth# quantities of those characteristics
are the same, then the items are deemed fully c@blea This suggests that, when both
items are available during a certain time peribdjauld be appropriate to calculate unit
values across them.

In contrast, most empirical hedonic models arevedttd on micro data, i.e. on
the data of the various items as identified by bdecor model number. Exceptions are
the studies on New Zealand scanner data for corrsal®etronics by Krsinich (2011)
(2013) (2014) and de Haan and Krsinich (2014a) 4Bpiwho did not have access to
such detailed items identifief5A potential problem in their data set was that ualue
bias could not be completely ruled out becausal#ta was aggregated across different
types of outlet. Type of outlet is important fotasing homogeneity if the service that
goes along with the purchase of a good differssscomtlets? More generally, ignoring
important characteristics gives rise to unit vabigs when items are identified by their
characteristics and produces omitted variablesibiasdonic regressions.

If information on important characteristics is lagk the only feasible solution
is to rely on barcodes or article numbers to idgntems (and use a TPD model rather
than a hedonic model). But such identifiers maydwedetailed for CPI purposes since
different barcodes or article numbers can relaiéetos that are perfect substitutes from
a consumer’s perspectivehis issue was mentioned already by Reinsdorf (1886 de
Haan (2002). Item churn will then be overestimaed matched model indexes will be
based on fewer matches than desirable. Price charigiems whose barcodes or article
numbers changed but otherwise remained unchangechptured by hedonic methods,
though the results will become increasingly modsgdehdent. Hidden price changes are
missed by matched model methods, including the frfehod.

" See for example Chapter 17 in the U.S. Bureauatibt Statisticsdandbook of Methodsavailable at
www.bls.gov.

'8 The fit of hedonic regressions in terms of R sqdawill typically be much better for aggregatedadat
than for the underlying micro data. However, aggtieg involves some kind of weighting of the data,
and so we should not directly compare the R squeakees from the two types of regressions.

9 An interesting paper on this topic is Ivancic &k (2013). Statistics Netherlands stratifies adiray
to retail chain in order to reduce this problem.
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6.3 Choice of method

The choice between the time dummy hedonic and Bi2 method depends on the type
of product and the availability of characteristic®rmation. For example, for consumer
electronics products, where quality change duertbaglied technical progress plays an
important role, hedonic regressions cannot be abiBunning (time dummy) hedonic
regressions on scanner data for consumer elec¢ranfeasible in the Netherlands — the
necessary information on characteristics is reaalibilable from websites of retailers or
manufacturerd or can alternatively be purchased from marketaresecompany GfK.
Moreover, properly specifying hedonic models fonsaamer electronics should not be a
problem, as previous research has shown.

For products that do not exhibit substantial quatttange, TPD indexes can be
estimated and turned into quality-adjusted unitigahdexes. An example is products
sold in supermarkets. Statistics Netherlands ajr@adudes scanner data based indexes
for supermarkets in the CPI and does not collegtpaites at the stores anymore. At the
lowest level of aggregation, monthly chained Jeviadsexes are calculated; see van der
Grient and de Haan (2010). A cut-off procedure,chheffectively removes items with
low expenditure shares within the product categacys as a crude form of weighting.
Nonetheless, the lack of explicit weighting at tieen level is a weakness of the current
method. Also, the method does not adjust for hidaere changes. This is becoming a
serious problem: simultaneous changing of barceaeksprices (for fully comparable
items) becomes more and more common. When appigerns defined by barcodes,
the TPD method does not adjust for hidden pricengba either. So an important issue
is whether we will be able to synthetically matciiyf comparable items with different
barcodes in the absence of detailed product déscrg

For fashion products, such as clothing, synthetstatistical matching over time
may prove very difficult. This is partly becausegsbk products often exhibit a (strongly)
seasonal pattern and are unavailable for a long period before they re-appear. Also,
“fashion” can make it hard to determine if two puots are fully or nearly comparable.
Without being able to match disappearing items thed successors, the TPD method
should not be used: matched item indexes, inclu@iPD indexes, will have significant

downward bias due to continuous price declinesciifyi observed for individual items

2 Web scraping might be useful to collect data asdpct characteristics; see also the first topithef
research agenda in section 7.3.
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during their availability* So for clothing and other fashion/seasonal goalisfnative
methods may have to be used. If not all price dateng characteristics are available,
time dummy hedonic indexes can still be estimabedl,some bias is likely to occur. It
remains to be seen whether this is acceptable.

7. Towardslarge scale use of scanner data

In this final section, we propose a framework fangke scale use of scanner data in the
Dutch CPI. For retailers who are unable or unwgilio deliver scanner data, Statistics
Netherlands wants to use prices extracted from iesb® reduce price collection costs.
We explain how these online prices would fit inbe fproposed framework. A research

agenda for the near future, explicitly aiming aplementation, is proposed also.

7.1 Theproposed framework

Given the limited resources and the need to inere#ficiency and transparency, only a
small number of fully or semi automated methods lmammplemented. Our framework
supports this need by using the quality-adjustatvwatue index as the sole aggregation
formula at the product level and by allowing orimé dummy hedonic or TPD indexes
to enter the quality-adjusted unit value index folan This means that, at this stage, we
will ignore better methods that may be availabtethle future, other methods could be
considered, and we encourage further research giatithe improvement of the use of
scanner data in the CPI.
There are several other considerations:

* Product price indexes (quality-adjusted unit vahgexes) are constructed at the
retail chain level, not for individual stores. Itartain chain exists of store types
with different service levels, a breakdown may beassary.

» Purchases in physical shops and online purchasdso#in included in the CPI. It
is useful to construct separate indexes for retalns that sell online as well as
“offline”.

%! De Haan and Hendriks (2013), using online priceddemonstrated that the (unweighted) TPD index
for women’s T-shirts was severely downward biasesl.expected. Greenlees and McClelland (2010),
using U.S. scanner data, observed the same pheparfarrolling year GEKS apparel indexes.
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« Different methods, i.e. time dummy hedonic or TPBtmods, can be used for a
single chain. Apart from data availability issude choice of method depends
on the type of product and the market circumstanuasso much on the type of
retail chain.

» Aggregation of the price indexes across productisaamoss retail chains will be
done using fixed expenditure weights which are tgmlannually. This is in line
with current practices.

* There is no need for sampling of items accordingxpenditure or the use of
cut-off procedures.

« Practitioners should not just focus on price changé the elementary level of
aggregation, they should analyze (graphs of) gualijusted unit value indexes,
unadjusted unit value indexes, quantity indexesramdber of sales.

When scanner data for a retail chain becomes dajlthe following five-stage
procedure could be considered.

1. Data analysis and cleanind\nalyzing the data is an important first sterider
to answer the following questions. Does the datdain information to classify
the items sold into product categories (accordm@®ICOP)? Does it contain
additional information on item characteristics? @aadata be merged with data
from an external source to include more charadiesisnformation? What is the
rate of churn in terms of new and disappearing s&What do the distributions
of item sales and expenditures look like? Somenahggof the raw data may be
required, but this should be done with care andwitit the aim of smoothing
sales or expenditures.

2. Deciding on methodss it possible to use a single method for thairehain as
input in the quality-adjusted unit value indexessbould a combination of time
dummy hedonic and TPD be used? What is the appteprggregation level for
running regressions? If not all the required chiarégtics variables are available
for performing hedonic regressions, do we acceptréisulting omitted variables
bias?

3. Preliminary calculations and plausibility check&re the trends of the quality-
adjusted unit value indexes for the various proslptdusible compared with the
current CPI and the (unadjusted) unit value indeXeses a comparison of the
quantity indexes and the number of sales give aagans for concern?
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4. Possible refinement of the method{B)e above evaluation could lead to minor
adjustments of the method(s) chosen.

5. ImplementationThis includes the building of a (partially) autdeth system or
the extension of an existing system. It also inekidrganizational matters, such
as making arrangements about regular reviewingugaldting of the regression
models.

7.2 Onlinedata

Statistics Netherlands has been experimenting thi¢hcollection of prices from the
Internet throughweb scraping Online prices could replace prices that are oleseby
price collectors for the compilation of the CPIThe item samples have traditionally
been quite small, particularly to keep things maadde and control costs. A large part
of the costs associated with compiling a CPI stiora price collection in the stores. If
web scraping turns out to be successful, CPI priimlucosts can probably be reduced
significantly (similar to scanner data), even widrserving all items displayed on the
websites rather than taking small samples.

Quantities and expenditures cannot be observetheitnternet. Weighted price
indexes can therefore not be constructed, whigirablematic. The lack of weights at
the item level is not new to statistical agenci®hout having access to scanner data,
the agencies are forced to construct unweightedxies] for example Jevons indexes.
For a particular product, the sample of narrowlfiresl items is typically kept fixed, at
least for some time, and the index is based onnelp# (matched) items to compare
“like with like”. When new items are introduced anthe sample to replace disappearing
items, quality adjustments should be carried out.

Given the lack of quantities, it is not possiblectmstruct quality-adjusted unit
value indexes from online data. Depending on thelale characteristics information,
we can of course estimateweightedime dummy hedonic or TPD indexes. If we want
to combine scanner data based and online data pasedndexes, this would have the

22 ppart from efficiency considerations, web scraphms the advantage that prices can be monitored
daily or weekly, allowing the estimation of higkefjuency price indexes. In the Billion Prices Prpjac
research initiative at MIT that uses online datattaly high frequency price dynamics and inflatidaily
price indexes have been calculated for a numbecoohtries, including the Netherlands. The price
indexes are currently being published by PriceStafgivate company; see www. PriceStats.com. Ror a
example on Argentina data, see Cavallo (2012).
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virtue of using (at some stage) similar methodsdifierent sources. However, it is not
a priori clear if, in the unweighted case, theggession based methods are better than
traditional unweighted methods. For example, thatimy chained Jevons price indexes
currently estimated in the Netherlands for supeketarare not necessarily inferior to
TPD indexes. Research is warranted, in particolassess how well the implicit quality
adjustment of the TPD method performs. A startioghpcould be the decomposition
similar to equiation (43) for the unweighted casalascribed by de Haan and Hendriks
(2013).

There are a number of issues that are specifietosgraping data. Online prices
are sometimes above shelf prices due to delivesyscand this difference may not be
stable over time. In turn, shelf prices are likidydiffer from average transaction prices
(i.e. unit values) as a result of promotional saed the like. Representativity of the
online data is another issue. The range of prodslodsvn on websites need not be the
same as offered in the corresponding physical sulad tends to change frequently.
Changes made to the website are a potential prob$sociated with web scraping as it
could lead to missing price observations. Alsopanticular for clothing and footwear,
some online stores classify items that are on isageseparate clearing sales category,
and this category should not be overlooked.

The last point raises an important issue. It isi@l that both regular and sales
prices should be taken into account when measagggegate price change, but it is not
clear how they should be treated. Suppose thatgace observed every day. The price
change of a single item can be tracked as lony@gteém is available. This trajectory
would show the true change in offer prices, bdbiés not necessarily reflect the correct
trend for CPI purposes in case of promotional s&egular prices may stay the same
over time while sales prices show an upward tréod,example. Since promotional
sales occur infrequently relative to the numbedanfs with regular prices, the measured
overall trend will be flat. However, if consumersimy buy the item at times of sal&s,
the change in sales prices would be a better itaticd the change in prices actually
paid.

2 For more details, see Griffioen, de Haan and \WMilterg (2014).

4 This seems to be the case for many items purchinsegpermarkets that can be stored. An example for
the most popular brand of detergents in the Nethdd can be found in de Haan (2008); quantities &l
the regular price were negligible but spiked enarshpwhen the item was on sale.
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7.3 A research agenda

Finally, we propose a research agenda for the camxple of years. Given the focus of
our paper, most of the topics are about scanner;, dat we will address online data as
well. Statistics Netherlands is keen to collaboraith other statistical agencies that are
looking into the use of “big data” in CPI produgctiwvith the aim of getting support for

new developments. This does not mean, of courag etrery agency has to agree with
the views expressed in this paper, the methodsogesp or the research we intend to

undertake.

Information on product characteristics

For classification purposes and for estimating imxloegression models, information
on characteristics is needed. In general, scarater mroviders are unable or unwilling
to provide this information. Two possibilities cdude examined. The first possibility is
retrieving item characteristics in the requirednfat from product descriptions that are
available in scanner data sets using some forntext ‘mining”. This also applies to
online data extracted from retailers’ websites. $aeond possibility is retrieving item
characteristics through web scraping. As mentiagstier, for products like consumer
electronics, a wealth of information on productrelcteristics can be found at websites
of retailers, manufacturers or consumer organinati@nd this information should be

relatively easy to extract.

Matching of comparable items

When using the TPD method or traditional matcheditmethods, it is important to
pick up hidden price changes that might occur witesn identifiers such as EAN/GTIN
codes are renewed while the items are essent@liyva&ent. In other words, we should
match disappearing items and their (fully comparpblccessors. The first step would
be to compare the characteristics of disappearndgnaw items; see the previous point.
There are two issues involved. First, it may take time before natural successors are
offered for sale; the extreme case is seasonauptedvhich are unavailable for a long
time period. This makes it difficult to match themith their predecessors. Second, in
the absence of detailed product descriptions oracheristics, it will not be possible to
check if some disappearing item and a new itena, set of new items, differ in quality.
A comparison of the prices and expenditures, calpli¢h the available information on
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characteristics, may provide additional insight asdlce the probability of a mismatch.
We suggest performing research into this type atfstical matching using scanner data
for supermarket chains where Statistics Netherldwadsgained experience in observing
and adjusting for hidden price changes, or what [@&¢titioners sometimes refer to as
re-launches.

Splicing method and optimal window length

Pooled time dummy hedonic and TPD indexes are &tepby) estimated on data of a
fixed time period, the estimation window. Previgasearch has shown that the results
are dependent on the window length. The results @pend on the splicing method,
l.e. on the way the indexes obtained from subsedgesimation windows are linked to
obtain a non-revisable time series. Different spicmethods, including the standard
method and variants of the window splice mentioineskction 6.1, should be compared
and indicators be developed for choosing the optimmadow length. We would expect
the standard splicing to work satisfactorily foe time dummy hedonic approach. Thus,
we suggest estimating TPD indexes and the resudtiadjty-adjusted unit value indexes

from supermarket scanner data.

TPD method versus traditional methods (non-seasgoatis)

For non-seasonal goods, unweighted TPD seems #opbemising method for dealing

with online data extracted from retailers’ websitel®ewever, at this moment there is
little empirical evidence to support the view tht@s method is “better” than traditional

methods. Also, as was mentioned in section 7.2nerdata has a number of specific
features that have to be taken into account, aadséis of observed prices can differ
significantly from traditional small prices sampl&herefore, research into this topic
exists of at least two components: choice of indesmber formula (TPD index versus
e.g. chained Jevons index) and selection of iteth#éms displayed on the website, or
a large sample thereof, versus a relatively snaatige).

Consumer electronics: time dummy hedonic

A lot of theoretical and empirical research hasnbgerformed on New Zealand scanner
data for consumer electronics products. Statidtiess Zealand recently implemented
the so-called ITRYGEKS method (see de Haan andhiisi 2014a). It will be useful
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to explore how this method compares to the qualdjysted unit value index method
proposed by us. The two methods both use weighteldummy hedonic price indexes
as inputs; ITRYGEKS makes use of bilateral indefiesa GEKS framework) whereas
our method uses multilateral indexes. An advantdgaur method is that it is easier to
implement and explain to users. For research peg@atanner data of a single retailer
will suffice, possibly data from an online retailier which Statistics Netherlands has
been receiving scanner data for some time nowrrmdton on item characteristics can
be purchased from GfK. In addition, this informaticould be collected through web
scraping (see the first point) and compared with@fK data to find out how well web

scraping works.

Combining characteristics information and the TPBthod

As mentioned earlier, it is not possible to inclum#h characteristics and item dummy
variables in a time dummy model. Chessa (2014jneséid TPD models on relatively
homogeneous product categories rather than mideoatagiven by EAN/GTIN codes.
He defined the product categories by cross-clasgjfthe (most important) categorical
characteristics extracted from the product desongtfound in the scanner data set of a
particular retailer. It will be useful to examirtgth theoretically end empirically, how
the results differ from the results obtained bedily estimating a time dummy hedonic
model using the same set of characteristics. Creseaused an alternative approach to
splicing/chaining, which could be addressed intdpec above on the choice of splicing

method and optimal window length.

Upper level aggregation

Current practice is to aggregate up the price iadaxsing (annually) fixed expenditure
weights. However, if time dummy hedonic or TPD ixele are estimated from scanner
data at levels below the lowest publication leitelould be better to aggregate them up
to the publication level using a superlative indexmber formula, such as the Fisher
formula, to take into account substitution effedtsgeneral, we do not expect to find
major differences compared with current fixed weigtactices, but in some instances
significant differences might occur. This pieceeofpirical research is straightforward

and can be applied to any scanner data set.
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Appendix: A comparison of standard splicing and window splicing

De Haan (2015) compares rolling year time dummyxes based on standard splicing
and window splicing. In this appendix, we summatize most important findings for
multilateral time dummy hedonic and time-productahoy indexes. Results from the
estimation window starting in period x are indicht®y (x). For exampleR? (Ojs the
expenditure share weighted time dummy hedonic irgterg from period O to periog
estimated on the data of the sample pefipd, T . After moving forward the estimation
window by one period, the time dummy index betwpenods 1 and is denoted by
Pro @)

The standardgnovement splicextends the existing time series;' (0)...R%"  (0)
by multiplying P%" (0) by the movementy ™ (@)/PY (@) That is, the time dummy
index with a movement splice (TDMS) for the “newérpd T +1 and index reference

period O is calculated as

Py (1)
Py @

Pous = P (0)x =P (0)xR5™ @) = Py (0)x Py (0)xPp™ (), (A1)
using transitivity of the time dummy index. Tivndow splicemethod extends the time
series by multiplying the time dummy index for petil, R%' (0), by the index going
from period 1 to period +1, P * (1), based on the new estimation window. Thus, the
time dummy index with a window splice (TDWS) forrjpel T +1 with index reference

period O is calculated as

PT%-\I;\;é = PF%l (0) x I:)TLDTH @ = PT%l (0) x I:)TlDT @ x I:)TTDYTJrl @-. (A.2)

The ratio of R%2 and P3s can be written as

0T+ 1T Ko . .
P - P20 ex;{Z[ﬁk 0-2OIY sz -3 o ;k]} | (A3)

ous P (0) o=
where ﬁk 0) and [5’k (D) are the parameter estimates from the two estimatiadows.
So if the parameter estimates from the two estonatvindows are the same for all of
the characteristics, then the window splice andsthadard splice will produce identical
results.
The last movement of the TDWS indeR%1 =/ P21, can be decomposed as
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Pove _ Pt _ PRO*PE(M) _PE"0) _PE 0 PY®
Piws Po O PoQxRy(©0 Py© Py@ Py

(A.4)

The first factor of (A.4) is identical to the indemovement used in standard splicing;
see (A.1). Because the month-on-month change frarstandard splice depends on a
single estimation window, it is easy to interpfBbe month-on-month change from the
window splice depends on two (adjacent) estimatiomdows.

The time-product dummy or fixed effects (FE) indexdth a movement splice
(FEMS) and a window splice (FEWS), respectively,deriod T +1 and with reference
period O are calculated as

+ P:LT+1 1 + +
PLI = P (0% (g)) = POT O xPLT () = PE(O)xPY (O)xPL™(M);  (A5)
FE
Powe = P (Q)xPE (@) = PY () x Py @*xPL™(®). (A.6)

The only difference betweeR%; 2+ and Pl < is the use oy (Oyather thanPY (1)
in the above decompositions, similar to the hedoaimterparts.

To evaluate the effect of new items on the FEMS RBBWS indexes, suppose
first that a new item was introduced in peribd-1. This item affects neitheP;,= nor
Poe because it is observed only once in the estimatiodow (1), hence zeroed out,
and unobserved in the estimation window (0). Supptext that a new item was being
introduced in the previous peridd This item will usually be purchased in peridd-1
as well; its price change between antb T +1 affectsPL"™ (1)in (A.5) and (A.6) and
therefore impacts on botR};,2 and P« . In addition, the FEWS method incorporates
the effect of this item into the price movementifack periods througRy (vhereas
the FEMS method does not “revise” this longer t@mee movement becausey  (0)
Is based on the previous estimation window. Thisnfof implicit revision is a strong
point of Krsinich’s (2014) FEWS method.

The FEWS index for period +1 can be written as

0T+l _ I:)F:LI;I— (1) 0,T+1
T _ T A7
FEWS P'élér (O) FEMS ( )
where the ratio oPL" (Opnd Py (1) equals
PE (L N - - A
P—((O)) =exly, SO -7 O1- Y, 5 [ 0 -7 O]]. (A8)
FE
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The predicted price for the item being introducegeriodT from the regression ran on
the window (0) with or without this item equaf® (0) = p® = exp@° (0))exp( (0)) . In
other words, the new item’s fixed effect is trilyagstimated byy, (0) = In(p?) -5° ),
where &° (0) is the intercept. The FEWS method updates thatrastimatey; (0)for
the new item, which belongs té" but notU* in (A.8), by the realistic estimatg (1)
It also updates the fixed effects estimates forather items while the FEMS method is

based on the previous fixed effects estimates.
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